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There are many reasons for which current QA systems cannot accurately produce answers. Two of them are: (1) Questions are too complex, they need translations into sets of simpler questions; and 
(2) Sometimes implicit knowledge is presupposed
. In this project, we focus on developing mechanisms for processing complex questions in which the implied information is not recognizable at syntactic or semantic level. Instead it requires pragmatic knowledge and a procedure of coercing the implied information that allows the correct interpretation of questions. One of our major findings in the past six months was that we have discovered three sources of information for implied knowledge. First, we found that it can be recovered either from World Knowledge repositories (e.g. summer follows after spring) or from knowledge reported in media articles (e.g. North Korea has developed an Atomic Bomb). Second, we have discovered that partially, pragmatic knowledge can be discovered in the larger context of a search, by assembling related inferences. Thirdly we have discovered that pragmatic knowledge may incorporate expert information, available from specialized databases (e.g. Medline or EDGAR). We learned how to identify and organize such knowledge for two forms of question implicatures, by relying on auto-epistemic logic. Additionally, we have started organizing the derivation of implicatures based on Bayesian Networks developed from Ad-Hoc Categorization of texts. The Bayesian inferences enable us to create auto-epistemic operators that grant general forms of accepting or rejecting implicatures.

We have studied two forms of question implicatures, both collected from QA logs and corresponding to frequent types of questions that are not processed correctly by current QA systems. In both cases, questions are interpreted erroneously because the expected answer type is recognized incorrectly. The incorrect recognition is not due to the coverage of semantic answer types nor to the syntactic or semantic relationships that are uncovered, but rather to pragmatic knowledge that is not available or cannot be used correctly.

For both forms of implicatures we devised mechanisms of generating pragmatic knowledge that allows us to automatically coerce the implied information. Moreover, pragmatic knowledge is organized in two different representations that allow two different forms of implicature acceptance and rejection to be developed. These two representation schemes are Bayesian Networks and Auto-epistemic Logic Worlds.

Question Implicatures : Case 1

The first form of implicature concerns the questions that are preceded by a background description of the topic. The question has a literal interpretation, but there are implicatures between the background description and the question. For example, in the NIST QA dialogue evaluation, one of the questions was:

Q1 (Analyst): Recent events in Afghanistan.   [BACKGROUND]

 How have they affected efforts to curb of opium in that country?   [QUESTION]

The anaphoric relation between “they” and the “recent events in Afghanistan” is not the problem here, nor is the anaphor “that country” that refers to Afghanistan. The two problems are:

(1) “recent events” is a too general concept, we need to know which are these events for processing the question;

(2) the answer type is MANNER and it pertains to the causality relation between these recent events and opium production in Afghanistan.

Part of the implicature processing consists of collecting pragmatic knowledge pertaining to these two problems. We have found that better quality knowledge is obtained by re-iterating a Question Answering (QA) process, by simply generating longer questions, that combine the background with the interrogation. For our example, the resulting question is

Q12: “How have recent events affected opium production in Afghanistan?”

which is answered by two passages extracted automatically by a QA system:

A1: “Last fall, as the United States launched its bombing campaign against the Taliban regime, cash-stripped farmers and warlords eager to make a profit sowed the country’s fields with poppies once again.”(Source: The Boston Globe; Method: automatic QA)

A2: “Since the Taliban regime was ousted and the US-backed regime of Hamid Karzai was installed in Kabul, opium production has risen by one thousand, five hundred tonnes.” (Source: Altavista; Method: automatic QA)

 Both answers are incorrect, as none indicates a manner of curbing opium production. But they both bring forward pragmatic information about “recent events”: 

(1) US launched a bombing campaign against the Taliban regime

(2) The Taliban regime was ousted and the US-backed regime of Harmid Karzai was installed.

Both these expressions can be extracted and considered the “recent events” because we have developed some simple statistical techniques to collect the most connected and redundant noun phrases in a series of Q-A searches related to the same topic. For this question, Taliban regime and US bombings were the most frequent expressions throughout all answers obtained whenever questions about Afghanistan and opium were asked. Unlike in dialogues, these other questions are generated by filling some pre-defined question grammars, similar to those used in HPKB. Examples of such questions are:


Q1p: “Who is the leader of Afghanistan?”


Q2p: “Who produces opium in Afghanistan?”

Such questions produce pragmatic knowledge similar to the one produced by Q1.

Ultimately, Pragmatic Knowledge needs to be used to guide question implicatures. For this example, the implicatures should be coerced between the MANNER expected answer type and any of the entities that are descriptions of recent events. The problem now is how to translate the question and use the coercions to recognize the correct answer.

In this project, for such questions, we have focused on generating lexico-semantic connections that allow us to paraphrase the question such that it can be processed by current QA systems, without altering its meaning and intention. Possibilities of  paraphrases include: (1) changing the question stem to a more ambiguous expression (e.g. What); (2) generating synonymous expressions that can be interpreted both as verbs or nominalizations; and (3) producing multi-term paraphrases of sub-parts of the semantic representations of the question. Thus, the paraphrase used for interpreting Q1 is:


Q2: “What is being done to control the opium production in Afghanistan?”

The extracted answer is: “The UN drug control programme on Friday welcomed a decision by Afghanistan’s interim government to offer opium farmers US$250 per destroyed field.”
 in which one of the recent events from the ad-hoc pragmatic knowledge (underlined in the answer)  grants the required coercion, and indicates a possible correct answer.

Question Implicatures : Case 2

The second form of implicatures we have studied are represented by questions that impose a figurative reading, e.g.


Q3: “Will George W. Bush survive the Democrats attacks?”

Such questions are recognized as figurative because at least some selectional constraints are not satisfied. In this case, surviving requires some dangerous situation, event or entity, implying that the Democrat attack might jeopardize President’s Bush political life. Clearly two different forms of coercions need to be made:

(1) explanation of the possible danger imposed by Democrats’ attacks;

(2) inference chain connecting any of these dangerous situations to any of the attributes of  George W. Bush, the most relevant – the Presidency.

Both coercions could be generated by the process of collecting pragmatic information developed for Case 1, followed by intermediary acceptable answers that can build an explanation. However, we have studied a second method of generating pragmatic knowledge, that we coined “knowledge-on-demand”. This method is a fast, and perhaps a less sophisticated method of acquiring knowledge when compared to the approaches developed in DARPA’s RKF project. But it has the advantage that it exploits the information texts “wear on their sleeves” by combining two measures of redundancy: (a) redundancy on the Web; and (b) redundancy on categorized text. Additionally it produced the “right kind of knowledge” for coercing implicatures. The idea is that pragmatic knowledge is obtained from the answers to questions generated when knowledge is needed. For the example of question Q3, we need to know several things:

(a) Who is George W. Bush?

(b) What did George W. Bush do recently?

(c) What were the Democrats reactions?

Additionally we need to now whether the President is a Democrat or a Republican, as well as general political practices between the two parties as well as the most relevant typical relations: e.g. President – Congress.

Answers to all these questions cannot be obtained directly, but we can generate a hierarchy of possible ad-hoc categories, e.g. Politics subsuming Presidency and Congress, Republicans and Democrats. Concepts populating ontologies for such categories can be automatically derived from methods used for automatic text categorization. In our experiments we relied on Text Categorization produced by Support Vector Machine. We also mined possible relations between concepts and organized them in Bayesian Networks. For question Q3, we found that Democrat attacks can be statements or actions, each creating a different ontology that can be organized in separate Auto-epistemic worlds. The most general concept among those populating the action worlds was “agenda”. This concept was used to further populate its world, as a consequence of answering the question:

Q4: “What items are on the agenda of President Bush?”

The answer, based on Web data on October 12 was: “War and recession.” For each of these two concepts we need to find more context, which is produced by finding their arguments. For this reason, we have created an ad-hoc category for WAR and found the dominant argument to be of argument COUNTRY, by using topical relations derived automatically from WordNet.

Recently, we have also developed a technique that uses FrameNet data to discover more argument structures. The f-measure (89%) of this technique surpasses the prior one. The new predicate-argument relation is used also for populating other worlds – by generating the question: “Are Democrats for or against war on Iraq?” This final question leads to sufficient information for gathering evidence about the danger of one of the attacks. By processing temporal information – attacks may be ordered, and their influence combined differently by the two operators we have developed: Strength and Hypothesis.

Current and Future Work
Recently we have been working on extending the Gricean implicatures by incorporating Bayesian inferences and a formal logic representation given by Auto-epistemic logic, which allows retractions. We have developed means of collecting pragmatic knowledge and organizing it for efficient coercion of applied information. We are currently extending the theoretical framework of coercing implications in the context of Q/A by considering a lager set of implicatures. Additionally, for each type of implicature we plan to develop acceptance and rejection operators and to measure the relevance and coverage of pragmatic knowledge on the correct implications that our methods discover.
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