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1. Executive summary of the project

The long-term goal of the TextMap project is to develop a QA system that allows intelligence analysts to: 

· find accurate answers to simple and complex questions in large collections of texts (including the Web);
· employ an increasingly intelligent assistant that learns how to ask and answer questions on the basis of previously logged user interactions.
TextMap focuses on developing algorithms that automatically mine vast amounts of data in order to answer questions posed in natural language. The systems produced within TextMap focus on methods and techniques for answering: 

· Factoid questions: What is the capital of Morocco? 

· Cause questions: Why is there no cure for the cold? 

· Biography questions: What do you know about Dick Cheney? 

· Event questions: What do you know about the Kobe earthquake? 

TextMap employs a combination of rule-based and supervised and unsupervised machine learning algorithms that are trained on massive amounts of data.
In what follows, we describe the progress we made over the last six months in several research areas.
2. Research Foci and Progress Made Over the Last Six Months
2.1. Increase Q&A performance on simple, factoid-type questions using reformulation/paraphrasing techniques
Question answering can be easy and it can be very hard. The degree of difficulty doesn't primarily depend on the question per se, but rather on how closely a given corpus matches the question.

Q:   Who discovered America?

S1:  Columbus discovered America.

S2:  Columbus Day celebrates the Italian navigator who first landed in the 

      New World on Oct.12, 1492.

The question above can be answered more easily from sentence S1 than sentence S2 because the string Q is ``closer'' to string S1 than string S2.  Brill et al. (2001) have already demonstrated that a good methodology for increasing the performance of a QA system is that of using the Web as an additional textual resource. When a QA system looks for answers within a relatively small textual collection, the chance of finding strings/sentences that closely match the question string is small. However, when a QA system looks for strings/sentences that closely match the question string on the web, the chance of finding correct answers is much higher. And once a QA system knows the appropriate answer, it is much easier to find support for it in the original collection.

The approach proposed by Brill et al. reduces the gap between questions and answers by searching a larger pool of textual material. In the TextMap project, we developed an alternative approach to reducing the gap between questions and potential answers. In our approach, we create semantically equivalent paraphrases of the question given as input and we assume that a correct answer is found whenever an answer sentence/string matches any of the paraphrases that are equivalent to the question given as input.

For example, the question ``How did Mahatma Ghandi die?'' is automatically paraphrased by our TextMap question answering system into 30 variants, some of which are shown below.

    1446.0: How did Mahatma Gandhi die?

    1446.1: Mahatma Gandhi died <how>

    1446.2: Mahatma Gandhi died of <what>

    1446.3: Mahatma Gandhi died from <what>

    1446.4: Mahatma Gandhi's death from <what>

    1446.5: Mahatma Gandhi drowned

    1446.6: Mahatma Gandhi suffocated

    1446.7: Mahatma Gandhi froze to death

    1446.8: <who> killed Mahatma Gandhi

    1446.9: <who> assassinated Mahatma Gandhi

    …

    1446.30: Mahatma Gandhi was killed

Our empirical results show that the ability to paraphrase questions is useful with respect to two question answering subprocesses.

· First, question paraphrases can be used in conjunction with a retrieval engine in order to find documents that are more likely to contain correct answers than documents that are retrieved using standard query formulation techniques.  When we use reformulation techniques, we are able to retrieve documents and select sentences that are more likely to contain the appropriate answer. For example, the graph below shows that only 39% of the questions in the first 100 questions in the TREC-2002 collection have the potential of being answered correctly when one uses the top 10 sentences returned by a QA system that uses no reformulation techniques. However, when we use reformulations, we have the potential to answer correctly 60% of the questions under similar experimental conditions.

[image: image2.emf]%Answers found using Altavista with different query expansion/reformulation techniques

67.5

64.5

65.5

70.5

73.5

81

82

39

38.5

40

42.5

47

58.5

60

0

10

20

30

40

50

60

70

80

90

Base Simple Unit Morpho Synonym RephraseCuephrase

Query Expansion/Reformulation Technique

%

% in Top 300 sentences

% in Top 10 sentences


· Second, question paraphrases can be used in order to rank and select better answers than those that are selected by a system that does not have paraphrasing capabilities. The table below shows that reformulations enabled us to increase the performance of our system by about 6% at the time of the TREC QA competition. Since then, additional reformulations added to the system has increased the performance even further, with an additional 5%.
	Date
	# reforms/question
	Performance (first 100Q in TREC-2002)

	July 2002
	No reformulations
	28%

	July 2002
	1.2
	34% (35%)

	Oct 2002
	3.1
	39%


Related publication: 

· Ulf Hermjakob, Abdessamad Echihabi, Daniel Marcu. Natural Language Based Reformulation Resource and Web Exploitation for Question Answering. Proceedings of the TREC-2002 conference.  
We are currently exploring new algorithms for extracting paraphrases from corpora produced in the context of evaluating MT systems within TIDES and from massive monolingual corpora. The latest work expands on the work carried out in the beginning of the project by Ravichandran and Hovy (2002).

2.2. Develop capability for answering cause/evidence questions

Let’s assume that a Q&A system is posed the question: “Why did people die in Burundi?”; and let’s assume that the only text snippet that contains the answer is 

“In Burundi, 179 people died. The flood that hit the capital was the largest ever recorded.”

In order to produce the answer “because of the flood”, one need to recognize that a cause/evidence relation holds between the two sentences.  In the beginning of the project, we developed an unsupervised approach to recognizing discourse relations of contrast, explanation-evidence, condition, and elaboration that hold between arbitrary spans of texts (Marcu and Echihabi, 2002).  We showed that discourse relation classifiers trained on examples that are automatically extracted from massive amounts of text can be used to distinguish between some of these relations with accuracies as high as 93%, even when the relations are not explicitly marked by cue phrases.

We have experimented using this classifier to answer cause questions that are posed over the web. Our most successful algorithm works as follows:
1. Relevant web pages that may contain the answer to a cause questions are downloaded from the web.
2. For each sentence in the relevant web pages, a pair (question, sentence) is formed, which is then classified according to our cause-noncause classifier. The classifier estimates the probability that a sentence is a cause for the question. The most probable cause sentences are then presented to the user.

Preliminary evaluations showed that we could answer correctly 50% out of 20 causal questions. Some of the answered returned by our system are shown below:

Why were the Olympic Games not held in 1916?

· The Olympic Games scheduled for Berlin in 1916 were canceled because of World War I, and those scheduled for 1940 and 1944 were canceled because of World War II.

Why is there no cure for the cold?

· It is the involvement of so many different viruses that makes it almost impossible to develop a vaccine against the cold.

Why do Chinese-Americans smoke less?

· Dr. Neal Benowitz of the University of California, San Francisco, said this difference in nicotine metabolism may be one reason.

Why do bones weaken in space?

· Astronauts often complain of poor sleep in space, and their muscles and bones weaken because of an absence of gravity.

Why do we yawn?

· Some people think we yawn because we are bored, fatigues and tired, lose interest in out surroundings, because we see another person doing it and finally because it may be that your body is lacking enough oxygen.

2.3. Develop capability for answering opinion questions

We have also started experimenting with techniques for answering opinion questions. We have collected 20 editorials and 9 rants from the web and manually labeled each sentence as argument, claim, source, reason, or other. Our initial results suggest that the inter-human agreement on this task is relatively small. We have also developed machine learning classifiers for labeling sentences with one of the above five labels. Our performance levels are in the range of 60% accuracy. Unfortunately, the baseline for this task is also in the same range. 
We are currently working on refining the annotation schema we are using in order to increase the inter-annotator agreement on this task. 
2.4. Service to the community
We have developed a generic tool that can be used in order to enable generic question answering systems to answer questions over the web. The tool, which we called WEIR, is available on the web at http://enescu.isi.edu:8000/weir/.
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