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Overview of Goals
Current question answering (QA) systems are based on a combination of heuristic techniques, require considerable knowledge engineering, are unpredictable in their responses to very similar questions, and are restricted in the types of questions that can be answered. In order to extend the QA paradigm to questions that require more complex answers, it will be necessary to provide a more solid basis for the design of QA systems. In particular, a formal framework for QA could support more rational development of algorithms for dealing with structured data, answer granularity, and answer updating. In this project, we are studying how the statistical language model framework used for information retrieval could be adapted to QA, and used as the basis for a more general QA system that is capable of learning about appropriate answers for questions.

More specifically, we are working on five issues related to question answering:
1. Question answering using language models: Combining models of answers with models of topic relevance in a probabilistic method for ranking answer passages. Instead of a two stage approach of retrieval followed by answer passage selection, this approach is attempting to rank the answer passages directly.
2. Query triage: Inferring characteristics of the query, potential solution strategies, characteristics of likely answers, and the most useful information resources from the query.
3. Question answering with semi-structured data: Deriving answers from tables or documents with significant tabular content.
4. Answer updating: Detecting new answers for a question in a stream of data, and deciding whether that answer supports, updates, supplements, or replaces previous answers.
5. Answer granularity: Deciding whether the appropriate answer for a question is a short text string, a sentence, a text passage, a structured passage (table), a document, or multiple documents. This is related to query triage.
Recent Accomplishments
Our recent work has been in the first four areas. With regard to question answering using language models, we have continued to carry out experiments using different models for answer passage retrieval. The models include the “IR” approaches query-likelihood, and relevance models, and new approaches that incorporate answer models and question classes. Our results indicate that the answer models make a substantial improvement in the quality of the retrieved passages. The answer models used have been both bigram models learned from TREC data and patterns learned using a text mining technique. We also devoted a considerable amount of time to moving the experimental testbed to the LEMUR toolkit.  
In the query triage area, we have continues to experiment with a measure of query ambiguity or “clarity” based on a language models. Specifically, we have used TREC QA data to study whether clarity predicts question performance as well as it predicts query performance in the ad-hoc track. The results indicate that it is predictive for some types of questions, but there are a number of issues raised by the experiments that need further study. We are also working on providing this measure as a component for other QA systems.
We have continued our experiments on question answering from semi-structured sources, such as tables in text or web pages. Based on experience from our first implementation, one of the major factors in achieving good performance is the accurate identification of the table components. We have done a number of experiments recently with probabilistic table extractors that significantly outperform the previous heuristic techniques.
In the area of answer updating, we are looking at the identification of time-based questions (questions with answers that depend on the time frame). Modeling distributions of answers over time can give a clear indication of answer sequences for some question types (e.g. “who is the prime minister of ...?”). We are looking at whether this information can be used to improve answer passage retrieval and detect answer changes over shorter periods of time.
Plans

We are starting to develop probabilistic models that can be used for answer retrieval rather than just answer passage retrieval. We are also looking at incorporating templates in this model, since they have been very successful in some systems. In the area of query triage, we are looking at why clarity works for some questions and not for others. We also plan to improve the table extractor and then develop a representation model for search. We will broaden the time-based question study to look at time-based queries and the relationship to TDT and novelty.
















































