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1. Introduction 

In the last six months, LCC's effort on this project was directed towards the development of more precise answer extraction techniques. Tools were developed to transform questions and free text in logic representation, followed by a systematic and rigorous logic proof that validly answers questions. In addition to the logic representation of questions and document passages, the prover needs world knowledge axioms. These are provided by the logic representation of relevant WordNet glosses which in turn are identified with lexical chains that link question words with document concepts.
2. Logic Form Representation 
The logic form (LF) is an intermediary step between syntactic parse and the deep semantic form. The LF codification acknowledges syntax-based relationships such as: (1) syntactic subjects, (2) syntactic objects, (3) prepositional attachments, (4) complex nominals, and (5) adjectival/adverbial adjuncts. 

There are two criteria that guide our approach: (1) the notation be as close as possible to English, and (2) the notation be syntactically simple. Our approach is to derive the LF directly from the output of the syntactic parser. The parser resolves the structural and syntactic ambiguities. 

The basis of integrating a Logic Form representation into the PowerAnswer system is that all questions and relevant paragraphs are transformed into an unambiguous logic representation. The term Answer Logic Form (ALF) refers to the candidate answers in logic form. Candidate answers returned by the Answer Extraction module are classified as free text due to the unpredictable nature of their grammatical structure. The term Question Logic Form (QLF) refers to the questions posed the Question Answering system in logic form. 

Essentially there is a one to one mapping of the words of the text into the predicates in the logic form. The predicate names consist of the base form of the word concatenated with the part of speech of the word. Each noun has an argument that is used to represent it in other predicates. One of the most important features of the Logic Form representation is the fixed-slot allocation mechanism of the verb predicates. This allows for the Logic Prover to see the difference between the role of the subjects and objects in a sentence that is not answerable in a keyword based situation. 

Logic Forms are derived from the grammar rules found in the parse tree of a sentence. There are far too many grammar rules in the English language to efficiently and realistically implement them all. We have observed that the top ten most frequently used grammar rules cover 90% of the cases for WordNet glosses. This is referred to as the 10-90 rule. Below we provide a sample sentence and its corresponding LF representation. 

Example:
Heavy selling of Standard & Poor's 500-stock index futures in Chicago relentlessly beat stocks downward. 

LF:
heavy_JJ(x1) & selling_NN(x1) & of_IN(x1,x6) & Standard_NN(x2) & &_CC(x13,x2,x3) & Poor_NN(x3) &'s_POS(x6,x13) & 500-stock_JJ(x6) & index_NN(x4) & future_NN(x5) & nn_NNC(x6,x4,x5) & in_IN(x1,x8) & Chicago_NN(x8) & relentlessly_RB(e12) & 
beat_VB(e12,x1,x9) & stocks_NN(x9) & downward_RB(e12)
3. Lexical Chains 

A major problem in QA is that often an answer is expressed with words different from the question keywords. In such cases it is useful to find topically related words to the question keywords. By exploiting the information in the WordNet glosses, the connectivity between the synsets is dramatically increased. When a word in a gloss is semantically disambiguated, it points to the synset it belongs to. We call this extended WordNet (XWN). In the context of XWN, or any other lexical database, topical relations can be expressed as lexical chains. These are sequences of semantically related words that link two concepts. Lexical chains improve the performance of question answering systems in two ways: (1) increase the document retrieval recall and (2) improve the answer extraction by providing the much needed world knowledge axioms that link question keywords with answers concepts. 

It is possible to establish some connections between synsets via topical relations. We developed software that automatically provides connecting paths between any two WordNet synsets Si and Sj up to a certain distance. The meaning of these paths is that the concepts along a path are topically related. 

Examples
Below we provide the most relevant lexical chains that link some selected TREC 2002 questions with their answers. 

Q1394: What country did the game of croquet originate in? 
Answer: Croquet (pronounced cro-KAY) is a 15th-century French sport that has largely been dominated by older, wealthier people who play at exclusive clubs. 
Lexical chains: 
(1) game:n#3 ( HYPERNYM ( recreation:n#1 ( HYPONYM ( sport:n#1 
(2) originate_in:v#1 ( HYPONYM ( stem:v#1(  GLOSS ( origin:n#1 ( GLOSS ( be:v#1 

Q1403: When was the internal combustion engine invented? 
Answer: The first internal - combustion engine was built in 1867 
Lexical chains: 
(1) invent:v#1 ( HYPERNYM ( create_by_mental_act:v#1 ( HYPERNYM ( create:v#1 ( HYPONYM ( build:v#1 

Q1512: What is the age of our solar system?
Answer: The solar system is 4.6 billion years old. 
Lexical chains: 
(1) age:n#1 ( RGLOSS ( aged:a#1 ( SIMILAR ( old:a#1
3. Logic Prover 
The LCC Logic Prover renders a deep understanding of the relationship between the question text and answer text. The Logic Prover captures the syntax-based relationships such as the syntactic objects, syntactic subjects, prepositional attachments, complex nominals, and adverbial/adjectival adjuncts provided by the LF representation. In addition to the LF representations of questions and candidate answers, the Logic Prover needs world knowledge axioms to link questions to answers. For this, the Logic Prover uses the Lexical Chains to bring to the forefront the most important logic axioms needed in a proof. In XWN, an axiom is the LF expression of a synset and its gloss. With this deep and intelligent representation, the Logic Prover effectively and efficiently re-ranks candidate answers by their correctness and ultimately eliminates incorrect answers. In this way, the Logic Prover is a powerful tool in boosting the accuracy of the PowerAnswer system. Moreover, the trace of a proof constitutes a justification for that answer. 

Like other modern theorem provers, LCC's prover uses hyperresolution and paramodulation inference rules since they allow for a more compact and efficient proof by condensing multiple steps into one. The search strategy used is the Set of Support Strategy, which partitions the axioms used during the course of a proof into those that have support and those that are considered auxiliary. The axioms with support are placed in the Set of Support (SOS) list and are intended to guide the proof. The auxiliary axioms are placed in the Usable list and are used to help the SOS infer new clauses. This strategy restricts the search such that a new clause is inferred if and only if one of its parent clauses come from the Set of Support. 

The Logic Prover will continue trying to find a proof until one of two conditions is met; either the Set of Support becomes empty or a refutation is found. 












































































































































































































































































