JAVELIN: Justification-based Answer Valuation through Language Interpretation
Project Summary
The main scientific tenets underlying JAVELIN are:

· QA as Planning. Question Answering is a complex multi-faceted task, where question type, information availability, analyst needs, and NLP sophistication of QA modules all combine dynamically to determine the optimal QA strategy. We propose a general glass-box planning infrastructure to combine analysis modules, information sources, analyst discourse and answer synthesis as needed for each question/answer interaction. Multiple languages and source-types (text, HTML, DBs, KBs, etc.) are integrally supported. 

· Universal Auditability. Every step (from question analysis to multi-source retrieval to information evaluation and fusion to answer generation) creates and updates a detailed set of labeled dependencies that form a traceable network of reasoning steps. This dependency network provides the basis for refinement dialogs, efficient recomputation and refocusing, reason maintenance, analyst-driven knowledge auditability, and machine learning of question answering subtasks and control strategies. The dependency labels form repositories of dynamically updated information such as: source trustworthiness, algorithmic analysis/inference methods, expected contribution to answer, current utility estimate, analyst feedback, etc. 

· Utility-based Information Fusion.  Any item of information can be assigned a value representing its utility to the analyst  with respect to task context and question. The utility value can be used to rank the possible answers in a manner inspired by Maximal Marginal Relevance. Essentially all information items (facts, links, inferred relations, etc.) in consideration for fusion into an answer may be ranked in utility to the analyst as a function of: a) relevance to the requested information;  b) novelty (likelihood that the analyst does not already know it); c) veracity (of source) and support for the answer; d) source diversity (analyst may want contrasting or reinforcing views); e) comprehensibility of information by the analyst ; and f) expected cost (e.g. time) for the analyst to assimilate the information.

Thus for a complex question such as What are the consequences of the Sudanese civil war?, the system must evaluate whether the analyst already knows about the de-facto division of Sudan into North and South, and if so focus on other consequences such as mass starvation, refugees, religious repression, etc. Moreover, the question is open-ended, so a cost-benefit tradeoff must be made with respect to how much detailed information to present the analyst - e.g. interactively presenting the main consequences, permitting him or her initiate interactive strategy refinement. These principles are incorporated into the end-to-end JAVELIN system, which includes the following main components (see Figure 1):

1. Question Analyzer. This module parses each question, assigning it appropriate question and answer type(s), and represents the question as a semantic request object, conducting clarification dialogues with the analyst when necessary. 

2. Retrieval Strategist. This module refines the request object, if necessary, using facet retrieval techniques, and then map the request onto the appropriate set of queries for document and/or database retrieval. This module also performs the actual task of querying and retrieval, producing a set of retrieved documents, passages or records from a relational database. 

3. Information Extractor. This module compares each retrieved document, passage or record to the original request object, in an attempt to create a request fill indicating the particular answer content provided. 











Figure 1: JAVELIN Modules and Control Flow.

4. Answer Generator. This module analyzes the request fills, performing appropriate clustering, summarization, etc. as well as actual generation of the final answer text (which may require translation, if multilingual information sources were accessed).

5. Session Architecture. The above-mentioned modules are integrated using a flexible, extensible object-oriented architecture, which separates the details of individual operators (e.g., taggers, parsers) from the context(s) in which they are used. The architecture will support multiple strategies for each QA module, with support for separate control knowledge, so that the system can adjust its operation when necessary during processing. The architecture will also support component-level evaluation, so that competing strategies and operators can be compared in terms of various performance criteria.

For Phase I of AQUAINT, we expect to create a working, end-to-end system that allows questioning in English against sources in English, Chinese and Japanese. In Year 1, we intend to focus on developing the individual modules of the system, plus support for universal auditability. Year 2 will focus on system integration and evaluation within the Session Architecture. Both years will witness periodic evaluation and continued refinement of the underlying scientific methods.

Current Status

JAVELIN was officially started in November of 2001, and fully staffed by the end of December 2001. We defined a set of evaluation strategies for JAVELIN, and participated in the LREC ’02 workshop on evaluation resources for QA
. The basic end-to-end architecture shown in Figure 1 was implemented, without the Planner component, and tested in the TREC 2002 QA Track. Since TREC, we have integrated the Planner component and we have begun comparative end-to-end evaluation. 

TREC 2002 Evaluation

A preliminary version of JAVELIN without the Planner module and user-interface components was tested on the TREC QA track evaluation data in July 2002. This version used the Execution Manager to invoke

each of the four major components in the following fixed sequence: the Question Analyzer, the Retrieval Strategist, the Information Extractor, and the Answer Generator.  The goal of this initial test was to provide us with a baseline for subsequent evaluation of the complete system with the Planner and improved modules.

Two TREC QA runs were submitted, each using a different classifier for identifying candidate answer passages in the Information Extractor (decision tree (DT), or k-nearest-neighbor (KNN)).  In each run, the system considered only the top 15 documents returned by the Retrieval Strategist module. In the official TREC results, the KNN run produced slightly more correct answers than the DT run (86 vs. 75), but the DT run received the higher weighted score once the system's confidence estimates were taken into account (0.251 vs. 0.209).  Both runs exhibited comparable precision in identifying questions without an answer (0.152 for the DT, 0.164 for the KNN run).

It is premature to draw firm conclusions about the two classifiers, given the limited amount of data used to train them and the limited size of the test set.  However, this preliminary evaluation did enable

us to make several observations about the system's performance in general, and helped us identify areas on which to focus future efforts. 

Short-Term Goals

Our short-term goals (Year 1) include:

· Evaluate post-TREC improvements to JAVELIN modules

· Evaluate system with Planner module fully integrated

· First end-to-end system with Japanese

· Distribute system documentation

· Install in MITRE testbed environment
Longer-Term Tasks

Our longer-term tasks (for Year 2) include:


· Investigate complex questions. We intend to extend the system so it can perform decomposition of complex questions and answers into separate sub-questions and answers, where necessary to improve accuracy. We also intend to investigate the use of previous questions/answers in interpreting a new question (contextual question answering).

· Interactive dialog with analyst. We intend to implement interactive dialogs with the analyst for refinement of single questions and multi-question interactions.


· Multiple data sources. We intend to add end-to-end support for querying against Japanese and Chinese corpora. We also intend to integrate the data from the CNS corpus for evaluation of the system on domain-specific questions.
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� Nyberg and Mitamura (2002) “Evaluating QA Systems on Multiple Dimensions”, LREC 2002 Workshop on Question Answering: Strategy and Resources, Las Palmas, Canary Islands, May 28.
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