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1 Overview

In this, the third reporting period in the AQUAINT program, we have shifted our research emphasis from development of the procedures and algorithms that enable our system to extract information from conversational speech, to the development of the capabilities that will facilitate the extraction of answers from the speech information by an analyst.  The effort applied to the development of these capabilities resulted in our demonstration system.

Below we first describe the Answer Spotting approach to speech information extraction and then discuss our work on developing the new capabilities.

2 Approach

Our goal is to enable analysts to utilize conversational speech as a domain for providing answers to questions.  We want to maximize the information we provide relative to the amount of language resources available for system training and want a system that will operate with a wide range of resources.

The approach we are using we call Answer Spotting. This approach generalizes word and phrase spotting in that the speech recognizer finds not a word or a phrase but the appropriate semantically relevant language model and semantic categories that will provide that information to respond to a query.  In this approach the elements of providing the answer to the question are incorporated directly into the speech recognizer.  The decoding of the speech provides the most likely path through the collection of topic dependent language models and through the semantically relevant categories that are characterized by defined by collections of keywords and phrases.  The language models we implement are class grammars with the semantic categories playing the dual role of information providers as well as classes for data smoothing.

Post processing of the recognizer output puts together the discovered semantic components needed to answer the question.  This approach requires can work with a wide range of resources and doesn’t require resources for learning syntax (e.g., no Treebank).

3 Technical Progress

While the long-term goal is to have machine understanding of an analyst’s query be a key component in extracting available information, those of us developing information resources in the multi-media regime must, in the interim, rely on approaches that are tailored to the data structures that we employ in representing our information and also on having an analyst interact with the system.  

The approach that we describe below, while being capable of handling the specific needs of our current work with speech, will also enable us to readily accommodate extensions to our data structures.

3.1 BBN KnowledgeNavigator
This project includes the development of a system for demonstrating the capabilities of the Answer Spotting technology.  The approach we have taken for this task was to design a general system for answer space navigation and display, prototype the abstractions that implement the general system, and then apply the system to the specific task of creating a user interface for the speech data topic classifier and semantic categories.  We have named the general system the BBN KnowledgeNavigator.  We will first discuss the abstractions, i.e., the core system elements, behind the BBN KnowledgeNavigator, then review the prototype implementation and how it was applied to the classification task, and discuss what steps must be taken next.

3.2 Abstractions

The goal is to implement a system that provides a small number of visual, intuitive abstractions.  These abstractions and their realization for the classifier task are given below:

Collection
– A set of multimedia documents.

   Implemented as a set of XML files.

Query Tool
– Operates on one or more collections to create child collections.

Only one query tool was implemented using XML based XPath queries.

Query

 - Specific application of a query tool on one or more collections.

Implemented as the two level XPath query to extract topic lists and category lists from the XML file collection.

Query Graph    - An acyclic graph where each node is a collection formed from the predecessor node by a Query.


Implemented using a directory tree component with modified


Behavior.

Display Tool    - A visualization tool for a set of collections.


Implemented a simple tool that displays the aggregate file list. Currently working on displaying XSL transcription contents and playing related audio.

3.3 Prototype Implementation

The prototype was implemented in the C# language using Microsoft .NET.  The initial system was implemented on the server side, the purpose being to quickly prototype a demonstrable system.  The resulting system is not as responsive as desired so a limited number of controls will be migrated to the client side to improve usability.  This initial system uses the topic/category training corpus developed at the beginning of this year as its source collection.  The system discovers the list of topics and categories from the input files, creates the navigation graph, and allows the user to select sub collections in the navigation graph for viewing.  We are currently adding the ability to extend the navigation graph through additional XPath queries.

4 Work for the Next Period

During the next period our plan is to work on three areas: (1) further improvements in algorithm development for improving the answer spotting technology, (2) moving to a new language which will most likely be Spanish and (3) applying improvements to the demonstration system (especially needed in light of the move to a new language).
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