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About 40 folks showed up for this breakout including all the participants in the first round of testing (CYC, Albany, LCC, Colorado, and New Mexico). SRI and HNC have decided to join in the next evaluation pilot. There were basically three parts to the session – review of the just-completed pilot test, brainstorming about what could/should be done, and developing consensus about a plan for the second pilot. Last, but not least, Action Items were developed to keep the effort on track.

Participants from the first round of pilot tests reported their general satisfaction with the study. They learned a lot about what potential users of their systems might say and do. Although the analysts made many typing and grammatical errors, they believed that their systems were able to cope with the input. Each participant had been provided with the complete transcript of the dialogs for their systems, but thought that greater value could be derived if the dialogs from all sessions were made available. NIST agreed to scrub the session logs to remove references to systems and analysts and to post them on the website.

The purpose of the next evaluation is to provide feedback to researchers to continue development of their systems. The brainstorming session covered lots of territory but focused on the design of a second pilot. Topics included:

· NIST Chat Interface: The first pilot (colloquially known as WOZ1) was conducted using a simplified chat interface to minimize the effect of the interface and to allow participation by groups that had prototype systems with no interface. We considered whether WOZ2 could introduce the native interfaces for systems that had them. An alternative solution allows web-based interfaces. While three of five potential participants don’t have a Web interface, porting to the web was believed to be relatively easy. Outcome: participants may use the WOZ1 interface or their own web-based interface. The data logged by both systems must be the same.

· Modeling speech: Considered whether modeling human-human conversations might be useful. On the other hand, humans talking to machines is significantly different from HHI. 
· Data source, tasks, and subjects: 

· Evidence in WOZ1 study showed that the tasks were too brief; how can they be changed?

· maybe the use of a single domain would support richer tasks/topics. Very much interest in CNS as dataset.

· In WOZ1, researchers had a hard time gathering data. Lends more evidence to create a domain to work in.

· Subjects will probably need to be more knowledgeable than WOZ1 assessors. 

· Also possible that subjects will need long-term familiarity/use of a system. 

· Using a small number of scenarios is probably not a problem.

· Certain types of dialogue errors might be really irritating especially as we move to longer exposures.

· Dialogue is needed when the answer is not very clear; if someone or a machine knows something, he/she/it will tell you. Negotiation is only important when the answer is elusive. 

· Wizard: In WOZ1, researchers could ‘use a Wizard’, i.e., allow a human to provide the response instead of the system. This allows graceful system recovery and is useful if an error-ful situation is temporary. Accomodating Wizard functionality when interfaces other that the NIST chat are used was discussed.

· Supplementary data: We discussed whether supplementary data would be allowed and decided to focus on AQUAINT data to create scenarios but allow unconstrained access to this and other data sources.

· Training materials: In WOZ2, systems will need to provide instructions on using their systems. Users will be located at NIST and will need to be trained there. Some interfaces may take longer to learn to use effectively. Researchers to think about this before making the final decision to go with their own interfaces.

· Subjects’ ratings: In WOZ1, analysts could decide that the system had been ‘successful’ or had ‘failed’. There was some sentiment for allowing analysts to provide confidence ratings. 

· Metrics: Other Human-System Interaction projects– e.g., Communicator – have developed other metrics for measuring dialogue. We discussed the suggestion to use  ‘outside’ evaluation of dialogs rather than relying solely on self-assessment. If we continue to rely on self-assessment, then the questionnaire should be re-examined. Eventually, the group would like to consider qualitative evaluations by outside reviewers/observers of dialogue. 

Actions items:

1. Look at CNS collections; check Mitre’s Google-indexed database.

2. Work with CNS and others to develop some scenarios.

3. Teams to provide NIST with info about their systems – what does it take to install, etc.

4. Decide on subject --  How many? What kinds? Can reservists serve usefully?

5. Decide on a within- or between-subjects design. 

6. Think about how training will be done. Will systems be available for use between scenarios for user-motivated learning?

7. Continue system development knowing that WOZ2 will include:

a. Wizard to be allowed to allow system to be a little bit graceful under fire.

b. Web interface – either native or WOZ1 chat.

c. User interaction logging must be performed. 

8. Think about alternatives to subjective evaluation – rework questionnaires, incorporate idea of confidence.

