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1. Goals of the project

The long-term goal of the TextMap project is to develop a QA system that allows intelligence analysts to: 

· find accurate answers to simple and complex questions in large collections of texts (including the Web);

· employ an increasingly intelligent assistant that learns how to ask and answer questions on the basis of previously logged user interactions.

Since the previous PI meeting, we have carried out research in the following areas.

2. Current Research Foci

New noisy-channel-based approach to question answering

We developed a probabilistic noisy-channel model for question answering and we showed how it can be exploited in the context of an end-to-end QA system. In our model, we learn how answer sentences can be "translated" into questions through a sequence of stochastic steps that rewrite answer words into question words and pinpoint the most likely answer substring. In this framework, finding the most likely answer to a question and its support sentence amounts to finding the answer sentence whose probability of being translated into the question is maximal. Our evaluation shows that our noisy-channel system outperforms a state-of-the-art rule-based QA system that uses similar resources.

The model we propose is flexible enough to accommodate within one framework many QA-specific resources and techniques, which range from the exploitation of Wordnet, structured, and semi-structured databases to reasoning, and paraphrasing.

Related publication: 

· Abdessamad Echihabi and Daniel Marcu.  2003. A noisy-channel approach to question answering. Proceedings of the ACL-2003 Conference.  To appear.
Generalized patterns for pattern-based question answering

We have been working on learning complex patterns and using them in a QA system. These patterns are more expressive than the pattern we used in our previous work on surface text patterns. The new patterns handle limited Perl-like regular expression operators, such as skip (.?) and replacement (.{1}), and are defined over different levels of representation that span text strings, named entities and part of speech tags. Consider, for example, the two sentences below:

1. Babe Ruth was born in Baltimore, on February 6, 1895.

2. George Herman "Babe" Ruth was born here in 1895.

Applying a Named-Entity and Part of Speech Tagger yields the multi-level representation shown below. Given these representations, we have developed algorithms to create cross-representation patterns, such as  “<NAME> was born *g* _IN <DATE>”, where

· “<NAME>” and “DATE>” are named entity tags 

· “was”, “born” are words

· “_IN” is a Part of Speech tag. 

	Surface
	Babe
	Ruth
	was
	born
	in
	Baltimore
	,
	on
	February
	6 , 1895

	NE Tags
	<NAME>
	
	
	
	<LOCATION>
	
	
	<DATE>

	Part of Speech
	NNP
	NNP
	VBD
	VBN
	IN
	NNP
	,
	IN
	NNP
	CD


	Surface
	George
	Herman
	"Babe"
	Ruth
	was
	born
	here
	in
	1895

	NE Tags
	<NAME>
	
	
	
	
	<DATE>

	Part of Speech
	NNP
	NNP
	NNP
	NNP
	VBD
	VBN
	RB
	IN
	CD


	Learnt Pattern
	<NAME>
	was
	born
	*g*
	_IN
	<DATE>


We use the above-mentioned technique to learn question and answer patterns, and use a Maximum Entropy framework to train the weights of these patterns features in addition to other features. We model the QA as a re-ranking problem, where in given a question and a set of k potential answer, the task is to rank the correct answer at position 1. Maximum Entropy helps in integrating local, global, discrete and continuous features in one single framework. The training data for the Maximum Entropy model was obtained by unsupervised tagging using the pattern file supplied by NIST. We also discovered that a QA system with just 4 features (viz. Frequency, Expected Answer Type, Question word absent, and ITF word match) is a good baseline system that performs better than the median performance of all the QA systems in the TREC 2002 evaluations.

New IR capability

We have also migrated from using the Managing GigaBytes IR package to using the Inquiry IR package. We have also attempted to use the Lemur IR system, but the system did not handle complex queries in a reasonable amount of time.

Designed new system architecture

We implemented a new architecture for TextMap.  Once a question is posed to the system, multiple IR systems (MG and Inquiry) are used to retrieve documents that may contain relevant answers. An IR-based ranker then selects the top 300 sentences that may contain the answer to the question. Three systems currently find answers in the pool of 300 sentences and score them:

· One system uses knowledge-intensive techniques, paraphrases, syntactic/semantic processing and matching. This system is the one that evolved from a previously funded project, Webclopedia.

· One system uses generalized pattern-matching techniques. The patterns are extracted automatically from the web, using unsupervised machine learning methods.

· One system treats question answering as a machine translation problem and employs the noisy-channel approach in Section 2.1. Any of the sub-strings in the top 300 sentences are considered potential answers; their goodness is assessed using a statistical model.

The outputs of the three systems are then combined and a re-ranking maximum-entropy based module selects then the most likely answer.

The experiments we carried out to date suggest that the three different systems have different strengths and weaknesses. By combining their scores, we are able to produce better answers than any individual system.

NIST Support: Summarization Evaluation Environment

Over the past four months, we have completed a new, robust, version of SEE (the Summarization Evaluation Environment initially developed by Chin-Yew Lin at ISI).  The purpose of SEE is to provide an interface in which assessors can compare an ideal summary to a system's summary and rate the quality of each sentence as well as the quality of the whole.  The SEE prototype was field-tested in 2002 by NIST in evaluating the DUC summarization competition.  The new version of SEE was completed in time and delivered to NIST for use in evaluating this year's DUC-03 competition.  It performed without problem.

Participation in the AQUAINT Spring Symposium

We stress-tested our system in the context of the AQUAINT Spring Symposium. We collected and indexed the CNS collection and additional relevant documents from the web and we run the TextMap system on the questions distributed by the Symposium organizers. 

3. Other research directions

We are also working actively on refining our algorithms for answering definition and list questions. We plan to participate in the next TREC evaluation.
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