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Executive Summary 

The overall activities of the JAVELIN project have focused on the following main thrusts during the first part of 2003:

· Continued algorithmic improvements to JAVELIN modules;

· Research on new modules (information extraction, linguistic reasoning, similarity measures);

· Extensions to JAVELIN modules for multilingual processing;

· Extensions to JAVELIN modules for complex questions;

· Integration with the Lemur 2.0 Toolkit;

· Participation in the Relationship Pilot evaluation;

· Configuration, installation and testing design;

· Implementation of source code control via CVS;

· Packaging for 3rd party installation & test deployment at MITRE. 

More details are given in the following sections, which summarize recent accomplishments and ongoing research topics for each of the functional areas in the JAVELIN system. The final section lists recent and forthcoming publications.

Planner 

Ongoing research with the JAVELIN planner has focused on developing better estimates of the utility of the information produced by the system modules. Experiments in learning information utility demonstrated that the confidence scores and process features currently returned to the planner are insufficient for accurate prediction of component performance. We have been addressing this problem by identifying and augmenting the module outputs with additional features, as well as developing new high-precision low-recall strategies that can be exploited by the planner. We also expect that the switch to the Lemur-based Retrieval Strategist will enable us to generate better estimates of retrieval performance. 

In addition to the empirical work on utility estimation, we continue to explore and test alternate forms of the utility model and execution control algorithm used by the planner. We have developed a new execution function that bases planning/execution decisions on "optimistic" assessment of the outcomes of candidate actions, and are evaluating its performance on idealized QA domains and scenarios. Our goal is to use these idealized domains to gain insight into the trade-offs that should be made between execution and planning, particularly when resources (i.e., time) are highly constrained. 

Preliminary work has also begun on extensions to support complex (compositional) question answering. We have selected entity-relationship questions as our initial focus, and are working to add a new planning operator that can decompose relationship questions into the appropriate subquestions, and reformulate the planning goal to reflect the new subgoals. 

We have also made several infrastructure improvements to the planner, most notably the addition of batch test support and build standardization for the MITRE deploy. 

Question Analyzer (QA)

The core technology of the QA module has been upgraded from just rule-based pattern matching to include deep NLP analysis using the KANTOO parser. We have developed multiple grammars and integrated them in a prioritized way so that our analysis is able to deal effectively with specific answer types; for example, identifying subjects in relationship questions. The QA module also provides generic analysis for most factoid questions. After parsing the input question, the QA module produces a shallow logic representation for questions (see  “NLP Information Extraction”). 

Other new functions include providing alternate answer types for the Planner (by searching for alternate meanings for question terms), and providing keyword expansion for other JAVELIN modules (based on WordNet synonyms, word sense frequencies, and part of speech).

Recent evaluations of the QA module show that answer type classification can achieve 97% accuracy on TREC 9 and 10 questions. The QA module is also able to recognize most relationship questions in the Relationship Pilot test set. 

Retrieval Strategist (RS)

Recent completed work on the Retrieval Strategist includes the following items:


· The JAVELIN document indexing and retrieval processes have been re-written to use the Lemur 2.0 IR toolkit. The Lemur toolkit is an ideal base for JAVELIN experiments and further development, since it offers a wide variety of retrieval models, extended capabilities such as distributed search support, and on-going improvements. For retrieval, we use the new structured query support added by the UMass CIIR group. Lemur is freely distributable (whereas Inquery was not).


· The Retrieval Strategist (RS) now supports distributed retrieval for question-answering across multiple document collections. This uses the distributed IR capabilities of Lemur 2.0. Algorithms from CORI are the default used for resource selection and results merging. 


· Infrastructure: Like other project modules, all indexing and retrieval code has been moved into the CVS version control tree and is now part of the nightly build & deploy run. The indexing code and Retrieval Strategist code was ported to Linux from Solaris and was included in the MITRE deployment.

Current work on the Retrieval Strategist includes the following items:


· Improved retrieval accuracy and feedback to Planner. We are currently working on methods for improving retrieval accuracy, particularly for short questions involving more common keywords. The idea is that we can combine NLP information from the Question Analyzer with corpus-specific language statistics from the Retrieval Strategist to build more accurate models of potential answer passages, for different question/answer types. The Planner could use this service to specify more focused query expansion, and to get more useful confidence values for retrieved documents.


· Multilingual support. This is ongoing work  to support document indexing and retrieval for question-answering in multiple languages, focusing first on Japanese and Chinese. 


· Structured documents.  We are extending the Lemur toolkit to work with multiple representations derived from different parts of a structured document. This capability extends the toolkit for use with Web documents, XML documents, and structured resources such as dictionaries. Initial research shows that a mixture of representations is more effective for some tasks than any single representation or meta-search techniques based on multiple retrieval algorithms. A paper on this research will appear at SIGIR 2003 (Ogilvie and Callan, to appear). 

Statistical Information Extraction (Stat-IX)

One of the main directions taken in the past few months is expanding the question type coverage. One of the question types we have been studying and improving is the definition type. We have identified useful features and patterns that lead to both concise and loose definitions and person biography (which are equivalent to 'person definition'). Another question type we have been working on is lexicon type questions, such as 'what does X mean' or 'what does ABC stand for'. The results obtained are encouraging, and a planned future step is to incorporate the knowledge gathered about useful features into a confidence generation algorithm specific to each additional question type. 

In the context of relationship type questions, we have worked on the straightforward, one-shot strategy for providing answers from a single document. We have also been working on identifying issues and solutions related to the complex relationship questions where one has to decompose the question into sub-questions or profiles in order to combine sub-answers and present a coherent relationship as the answer. Toward that goal we are looking at using the definition/person biography capability of JAVELIN to form profiles of entities that need to be linked in some fashion. We are identifying issues that will lead to merging such profiles in order to identify relationships. 

An additional focus is improving system performance on simple factoid questions through an in-depth study of individual question types and what is the minimal strategy needed to answer such questions well. The initial approach taken is a basic finite state transducer / cascading pattern approach, where the goal is high precision answers. In the future we plan to automate the pattern generation as well as expansion based on various resources. 

NLP-based Information Extraction (NLP-IX)

Given a question and a set of passages, the NLP Information Extractor work focuses on the following research questions: a) how to transform the text into an information source for relatively high level reasoning (i.e. complex information extraction for complex question answering); b) how to deal with the imprecision inherent in open domain text (you rarely find exact matches to queries, hence robustness is required); and c) how to perform inference over the extracted information. 

After investigating the current state of the art for robust syntactic text processing, we have been prototyping a system for performing shallow semantic analysis. Based on a model of fuzzy matching between binary relations, we are seeking to extend the system’s ability to robustly identify relations amongst tokens. A first paper on this approach will be presented at the HLT/NAACL Workshop on Text Meaning (Van Durme, et al., 2003). In parallel, we have been developing a metric for measuring the similarity between information sets extracted in this way. Our metric specifically targets the notion of an imprecise unification between a question and a passage.

As a further step towards semantic analysis, we have also started investigating methods to resolve text reference, focusing primarily on pronominal anaphora resolution. We are planning to reuse the existing anaphora resolution

algorithm developed in the KANTOO project (Mitamura et al., 2002). Since this algorithm has been developed to deal with domain specific texts written in a controlled language, we will have to make modifications and extensions in order to account for anaphora resolution in open-domain unrestricted natural language texts.
We are also starting preliminary investigations into the use of recently developed ontologies in the areas of terrorism and WMDs, for use with the CNS data set. In the near term we plan to integrate the NLP Information Extractor with a newly developed linguistic reasoning system to tackle specific problem areas in complex QA.

Linguistic Reasoning System 

Once linguistic analysis has been performed, there remain many questions that can only be answered via additional inference over the extracted information. To this end, we have been developing a reasoning system for linguistic information which is based on a novel planning architecture. Our approach breaks the problem of linguistic inference for question answering into two parts: the planning architecture and the question answering planner itself. 

Initial investigations used the PRODIGY planning architecture as a testbed for reasoning over the question and answer data. Even in toy situations, though, the stylistic and semantic limitations of PRODIGY introduced a huge amount of complexity. This prompted the construction of a new framework known as FLOOD, focusing on modern design and generality. FLOOD is intended to serve as a research bed for both question answering and other problems, and it is currently nearing the end of its initial development process. Like PRODIGY, the bulk of its complexity is in systems to support modularity and convenience for researchers. Unlike PRODIGY, however, it relies on no particular planning algorithm and instead allows researchers to insert separate planning modules. This is crucial for question answering applications, where many different strategies may be required, depending on the range of information-seeking behaviors the system must implement.

 The FLOOD planner is also in its early stages of development. The initial implementation is based on the FLECS algorithm (Veloso and Stone, 1995) and takes advantage of some of FLOOD's more advanced representation features. As the FLOOD framework itself stabilizes, future work will concentrate on expanding this planner to focus on question answering tasks. In particular, we hope to model open domain question answering very loosely and concentrate on providing much greater depth in individual domains. For example, a corpus and questions exclusively about terrorist organizations could be reasoned over using a detailed domain description and planning algorithm to produce more interesting inferences. 

Answer Generator (AG)

The recent work on the Answer Generator has focused on expanding the coverage and improving the existing infrastructure. Previously, the Answer Generator only handled short, one- or two-word answers, but now it is capable of clustering more in-depth answers, such as definitions, biographies and relationships. The clustering is based on the percentage of overlap between answer phrases. In addition, there have been several improvements made to existing clustering algorithms, particularly those covering numeric and unknown answer types, as well as general changes aimed at improving the speed and robustness of the Answer Generator. 

Answer Justification

We are researching a modular justification representation, in order to allow a combination of justification objects to produce a compositional justification for complex questions built from subquestions. The justification object definition must be extended to incorporate the new information provided by the NLP-IX and Linguistic Reasoner into the JAVELIN Repository, so that it becomes part of the session history.

We are also working on an algorithm to extract a measure of confidence from justification objects that would allow us to boost the confidence scores of correct answers and improve performance. With suitable training data, it might be possible to train a classifier that could help the system decide whether to go ahead with a current answer, or try to find a better answer, based on the available justification information.

Multilingual Extensions

Work on multilingual enhancements to JAVELIN has focused on translation of the queries into the target languages of Japanese and Chinese, and on processing and indexing the corpora so that the system can use them effectively. Planning for the information extraction module for Japanese is now underway. 

Public-domain bilingual dictionary information has been adapted for the translation of query keywords, and sentence-level translation methods are also being explored. Of special concern is the translation of named entities, which pose a special problem for cross-lingual information retrieval in languages with dissimilar orthography. Different pronunciation-based methods for the correct translation of named entities from English into Japanese and Chinese are being explored. 

Japanese text has been segmented and preprocessed into TREC format. Several different methods were explored for segmentation of the Japanese text, including a method based on keywords provided with the Mainichi newspaper corpus, and a method employing language model-based morphological analysis. It was decided to use the morphological analysis and some other NLP processing in combination with the keyword information and the output of a separate named entity-tagger. Research is going on now to resolve conflicts between identified morpheme boundaries and named entity boundaries, with the preference to favor the named entity even when it splits an identified morpheme.

The Chinese text has been preprocessed into TREC format and segmented. It has also been indexed, and retrieval has been verified with the lemur retrieval software. NLP analysis and named entity identification tools for Chinese are now under investigation. 

Graphical User Interface 

The JAVELIN GUI has been extended to support logging ports. These allow other modules (such as the Planner) to transmit real-time status messages to the user. 

The GUI and other modules have been extended so that the user may select any available corpus for document retrieval (currently CNS, TREC, or AQUAINT).

Execution Manager (EM)

The communication protocol between the EM and Planner was redesigned to support hardware-independent deployment of the Planner on different physical platforms. The same protocol was also extended to allow batch tests of JAVELIN that are initiated by the Planner module. The EM caches all XML objects created during each question run, for later web access by developers during debugging and development.

We also added more constraint types for the run-time modules; e.g. which retrieval corpus should be used (TREC, AQUAINT, or CNS), or which IX module should be used (KNN, Decision Tree, or NLP). If the EM receives specific constraint information from Planner, it will use the supplied values. Otherwise, the EM uses default values specified in a separate properties file.

Extensions were made to the XML DTDs for the system’s data objects, in order to handle the representational refinements required for complex questions and the Relationship Pilot.

The EM now keeps track of how long it takes to process each question, so that learning data for the Planner can be gathered easily.
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