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Multimedia data streams, such as television and radio broadcasts, radio call-in shows, and telephone conversations, can provide highly valuable intelligence information but are currently not sufficiently exploited for intelligence purposes due to the high costs of analyzing such data manually. Most of today’s research on question answering and summarization focuses on analysis of textual documents. While it is possible to provide text transcripts from multimedia data, such textual data is often errorful, ungrammatical, and without sentence boundaries, punctuation, and capitalization. To date, most methods developed for question answering, information extraction, named entity analysis, fact extraction, and multi-document summarization, rely on a syntactic parse of grammatically well-formed and punctuated sentences. Currently we lack methods to discover meaningful answers in text that was errorfully extracted from streamed media or OCR.
This project seeks to overcome that gap. The goal of the project is the development of a system that provides analysts with answers from multimedia data streams, based on errorfully extracted information. To make use of multimedia content for intelligence analysis, we need to extract the names, places, organizations, and other entities mentioned in media streams, identify what they refer to, find out how different entities relate to each other, and present this to the analyst in a coherent, summarized form in the proper context.

The project achieves this through focused tasks, which can be grouped into two categories: information extraction and processing to determine the answer, and automated visualization design to present answers.  For determining the answer we will probabilistically extract information from collections of multimedia documents in the face of errorful speech and image recognition.   To present answers, we will summarize and organize the information together with related contextual and meta-data.

Determining the Answer.  

To preclude the need for construction of artificially formal queries, we have developed and implemented a natural language parser.  The parser automatically extracts the semantic meaning of questions posed to the Informedia system.

References will be processed through techniques that analyze statistical similarities of the contexts in which such references occurred, thereby resolving ambiguities that might exist in the transcripts. Co-reference resolution has been studied extensively in the MUC domain, and that work will be extended to deal with the ungrammatical and errorful nature of text extracted from multimedia streams, as well as account for visual metadata elements.  Learning to extract semantic relations among entities can be seen as a generalization of finding co-reference relations, and we will apply the same kind of algorithms adapted to errorful multimedia data.  Relations can be relatively static (e.g., stories about Bush and McCain tend to indicate differences of opinion), or can be dynamic roles in a particular event (e.g., Bush signed the nuclear energy research initiative), in which case the time and type of event must also be extracted.
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Figure 1.  Proposed interface showing a simulated summarized multimedia answer extracted from broadcast news, addressing the origins of terrorists in the American embassy bombings in East Africa.
We will automatically learn Bayes’ network models of information flow to trace the sources of information, including hidden nodes that represent unknown sources and account for parallel appearance of similar documents. Later we will add more knowledge so that we can recognize antecedents based on more abstract shared points of view.

We will “harden” the above algorithms by connecting the unstructured information extracted from open-source, free form broadcast news to structured databases from phone books, census data, and gazetteers. We will develop techniques to actively seek out confirming or disconfirming evidence from phone-book type databases of people or places with associated information (street address, affiliated organization, role in organization, title), with the entities mentioned in the broadcast news stream. Our approach will initially involve direct lookup, but since spurious matches are very likely in such large lists, probabilistic disambiguation will be performed using corroborating evidence.

Exploiting External Data Sources.  We have developed a system that uses pseudo-relevance feedback techniques to retrieve images from the Web to help compose multimedia answers to user questions.  The system essentially treats the Internet as a giant image database, and reduces the problem of finding images to a text retrieval task.  First, images are retrieved using a standard Web image search tool, such as Google image search.  The images are then re-ordered based on the relevance of their associated HTML documents.  The re-ranking process can improve the retrieved image results without any manual intervention, without preparing any training data, and independent of the underlying image search architecture.

Organizing and Presenting the Answer

Our work will present textual answers combined with visualizations by placing relevant text and image information on interactive maps and charts. Our previous experience in location extraction and presentation of geographic information has shown that visualizations allow complex geographic, temporal, organizational, and other relationships to be summarized clearly.  Visualizations efficiently convey summary information, and serve as context as an analysis session progresses.  The visualization-based interfaces will allow the analyst to effortlessly explore variations on or follow-ups to the original question.  For instance, sliders can modify the time range of interest, and hyperlinks support drill-down to details or to follow-up questions that the system can anticipate.

Visage as a user interface for exploring video-derived information.  The various types of metadata extracted through automated analyses yields voluminous data into standard relational databases.  We have implemented a version of Visage and experimented with alternative visualizations in response to posed questions that seek relationships and causality.  Visage represents an approach to coordinating multiple visualizations, analysis and presentation tools in data-intensive domains. Visage is based on an information-centric approach to user interface

design which strives to eliminate impediments to direct user access to information objects across applications and visualizations. Visage consists of a set of data manipulation operations, an intelligent system for generating a wide variety of data visualizations and a presentation tool

that supports the conversion of visual displays used during exploration into interactive graphics.

Within the past year, we have improved integration between Visage and the base Informedia system to allow restructured data to be moved between their database environments more easily.

Evaluation

We measure the accuracy and effectiveness of the answer extraction techniques and the visualization and presentation interfaces both qualitatively and quantitatively. Quantitative evaluation of the experience analysis, synthesis, and access is only possible for pieces of the technology using measures such as precision, recall, and ROC curves for individual modules. We will also evaluate the overall usability with expert analysts provided by Concurrent Technologies Corporation (CTC) using standard HCI techniques.  CTC is a subcontractor in this effort who is committed to successfully transferring leading edge technologies to the civil-military industrial base and will be providing consultation on intelligence analysis and usability design.

Evaluating video collage effectiveness.  We conducted a task-based user evaluation measuring the effectiveness, efficiency, and satisfaction with Informedia’s collage interface for a broadcast news video library, comparing versions with and without images, and with and without text.  Users preferred collages with imagery, but performed equally as well if not better when images were absent from the collage interface.  Additional evaluation showed that image layout was a critical factor in performance, motivating design changes to make the collage with images more effective as summaries for video libraries. 

The experiment examined the utility of collages as surrogates for news video libraries.  Video surrogates that work well for one genre may not be suitable for a different type of video, and while the findings for news may apply equally well for visual genres like sports videos where the audio contains an information-rich, well-synchronized narrative, other genres like classroom lecture may need to emphasize different attributes, such as the speaker at any given time.

Future work will examine other image selection and presentation strategies.  Ongoing task-based evaluations into collages, and information visualization strategies for video in general, will reward users with more powerful and satisfying interfaces. 
Viewing Multiple Candidate Answers.  We conducted a second user evaluation that compared how multiple document storyboards, with and without added feature filters, supported subjects’ activity in answering 25 TREC-V topics.   We analyzed usability differences regarding the feature filters by the average precision for each of the TREC-V topics, questionnaire data, and a log of the subjects’ interactions with the system.
This study has led directly to development of a new filtering interface.  The “drag and drop” interface was suggested by the interactions witnessed in the user logs, and makes use of usability heuristics such as visibility of system status, match between the system and the real world, user control and freedom, and aesthetic and minimalist design.   
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