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Motivation

When analysts use advanced AQUAINT QA systems to find answers to complex questions or to extract relevant information from clusters of related documents, the intermediate output will be invariably the same: a set of related answers that may contain redundant and contradictory information.  A simple enumeration of these answers, i.e., text fragments that range in size from phrases to paragraphs, is not satisfactory because, as cognitive studies show, the ability to understand information decreases significantly if the information is not presented coherently. 

Goal
To address these problems and contribute a crucial component to the AQUAINT program, we are developing develop advanced natural language generation techniques that take as input multiple sources of information (including an arbitrary set of text fragments/answers) and produce text that: (1) contains useful answers and ancillary material, (2) is brief, (3) is coherent at the text level, and (4) is grammatical at the sentence level.

In general, these sub-goals can conflict.  In the past, our practical understanding of syntax, coherence, and salience have been too weak to permit intelligent reasoning about these trade-offs.  Fortunately, progress is being in empirical generation and summarization research.  In the spirit of this kind of research, we have proposed a focused project on answer generation.  A central component of this research will be an empirically founded answer to the question: 

What makes a text coherent?
Being able to recognize that a given text is coherent (or incoherent, or slightly coherent, or slightly incoherent) is a scientifically fundamental problem.  Armed with a practical solution to this problem, we will be able to generate good texts for a variety of problems.  

Data and Modeling
Our approach to discourse differs from previous approaches in that we develop models and train them on very large databases of coherent documents.  Since November 2002, we have developed a large corpus of coherent texts derived from LDC sources.  We have divided these texts into four sections: (1) 774,000 used for training, (2) 323,000 used for tuning parameters, (3) 401,000 used for development testing, and (4) 197,000 used for blind testing.  This process required extensive cleaning of 2.2 Gigabytes of compressed, raw English newswire.  We removed formatting codes, separated documents, threw out single-sentence articles, Spanish articles, recipe articles, etc., tagged the corpora for part of speech, names, organizations, and locations (the latter using the BBN named-entity recognizer).

Recent Experiments

Our empirical study of coherence initially focuses on three problems:

· Ordering: We attempt to assign high probabilities to coherent sentence orderings and low probability to incoherent ordering. The 1 billion words corpus that we prepared for this task contains millions of instances of useful training material.

· Redundancy: We attempt to assign low probability to texts that use many redundancies. We will use for training the texts in the 1 billion-word corpus, as well as hundreds of thousands of “comparable” texts, written on similar topics, which we have been downloading four times a day, from eight news sites, over the last nine months. 

· Contradictory information: We attempt to assign low probability to texts that contain contradictory information, using the same corpora as above.

In our last report, we presented a novel, trainable model of sentence ordering.  This model determines the likelihood of two sentences being adjacent to one another, based on word-co-occurrence statistics observed in real coherent documents.  Our model generates a sentence B based on the previous sentence A:


Given sentence A = a1 … an:



decide on length m for B (in # of words)



for i = 1 to m




pick a “source word” position j from A




pick a “target word” bi for B, according to P(bi | aj)



print out sentence B = b1 … bm

We train this model on large amounts of news text and obtained word prediction parameter estimates.  For example, if the word “judge” appears in A, the machine expect the following words to appear in B:

0.219  judge
0.067  court

0.060  he

0.038  the

0.032  that

We recently applied this model to a large set of 5700 test documents from our new corpus; each document contains between 2 and 6 sentences.

We scrambled these articles and ask the model which re-ordering is most likely (i.e., which sequence of sentences contains the best sentence pairs).  The baseline of random re-ordering is 6.5%, on the harsh metric of exactly matching the original text. Our simple model obtained 24.3% accuracy on the same harsh metric.  There may be multiple orderings that are equally coherent -- this is borne out by a human experiment on 100 sample articles, in which the human achieved 51% accuracy.

It’s a long way from machine 24.3% to human 51%, and this distance reflects exactly the machine's lack of required knowledge about discourse structure.  However, it is not easy to pin down what is missing.  In order to enumerate pieces of missing knowledge, we set up a task that human problem-solvers are good at: classification.  We created a corpus of 200 articles, 100 of which are original human-written texts, and 100 of which have been scrambled and re-ordered by our initial model.  These 200 articles come all mixed up.  We then asked whether it is possible to distinguish the human articles from the machine model's articles.  A human can, with about 80% accuracy.  More interesting is whether we can design a computer-based classifier.  If we can, then we should be able to subsequently feed its knowledge back into the model for improved performance.  This classification task is straightforward and can be assigned to graduate students in a natural language processing class (ahem, for example) without any additional machinery.  We were able to quickly develop a small set of features and combine them in a classifier to achieve 62.67% classification accuracy.  Some features tried are listed here:








fires on # of 

fires on # of

Syntax-discourse usage 




machine-ordered texts   
human texts

  Acronym used before defined 



8


3

  Short name used before long 



124


20

  Pronoun used without antecedent in previous sentence 
61


41

  Verb tense changes often in adjacent sentences 

275


231

Discourse tendencies
  More organization named-entities near the top 

404


380

  More long sentences near the top 



495


497

We then developed a maximum-entropy model for sentence ordering that incorporates our initial sentence-bigram model score as a real-valued feature, and crucially also incorporates features from the developed classifier.  When we learned weights for all of these features, we obtain a new, improved sentence-ordering model that achieves 29.7% accuracy on the overall task of restoring order to a set of sentences.

It is then interesting to create a new set of 200 articles (using the new model for the machine-reordered portion), in which it is presumably more difficult to distinguish between human articles and machine-reordered articles.  This is indeed the case -- the same above-mentioned classifier now achieves 48.32% performance, essentially random.  That means it's back to the drawing board for the classifier people!  We expect to be able to achieve better and better models this way.

Application Plans

Our first application will be to build an answer generation facility for the question-answering definitions task.  Here, we can get text fragments such as these from existing QA engines:

“What is the Shining Path?”

· took up arms in 1980

· are a larger and more deadly rebel group than the tupac amaru revolutionary movement

· a violent leftist rebel group

· attacked 15 times and slashed and shot 18 people to death during the war

· had as many as 10,000 armed fighters in the early 1990s , but is now believed to have fewer than 1,000 combatants

· a brutal terrorist group bent on creating a radical maoist state

It is then easy to construct a poor text rendering of this information:

· The Shining Path took up arms in 1980.  It are a larger and more deadly rebel group than the tupac amaru revolutionary movement.  It is a violent leftist rebel group.   It attacked 15 times and slashed and shot 18 people to death during the war.  It had as many as 10,000 armed fighters in the early 1990s , but is now believed to have fewer than 1,000 combatants.  It is a brutal terrorist group bent on creating a radical Maoist state.

We aim for a more coherent rendering, such as:

· The Shining Path is a brutal terrorist group bent on creating a radical Maoist state.  The violent leftist rebel group took up arms in 1980.  It had as many as 10,000 armed fighters in the early 1990s, but in 2000 was believed to have fewer than 1,000 combatants.  In 1998, it was larger and more deadly than the Tupac Amaru Revolutionary Movement.
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