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This project is from a team consisting of New Mexico State University’s Computing Research Laboratory (CRL) of Las Cruces, NM, the Institute for Language and Information Technologies, University of Maryland Baltimore County (ILIT) and CoGenTex, Inc. of Ithaca, NY. The CRL/ ILIT/CoGenTex team proposes a comprehensive system-level effort covering all three main tech​nical areas: question understanding and interpretation, determining the answer and presenting the answer. The first complete version of the proposed system will concentrate on answering ques​tions about travel and meetings and use two kinds of data sources—open text (in English, Arabic and one of Persian, Russian or Spanish, selected in consultation with ARDA) and a structured database, called a fact database (Fact DB) whose entries are instances of concepts in the system’s ontology, or world model. The Fact DB, the ontology and the lexicons for the three languages, together with the working memory that includes the intermediate results of the system operation, are the major static knowledge sources in the proposed system. The top-level architecture of the system is illustrated in Figure 1:
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Figure 1. The Architecture of the proposed system.

The general strategy for the development of this system is to go the rapid prototyping route, that is, to develop a working system in a short period of time, in order to be able to test and evaluate it as a whole. We do not believe that evaluating component routines and algorithms of a compre​hensive application such as QA is a cost-effective pursuit. Therefore, once the basic system is assembled, we will work on adding new domains, new knowledge and new types of processing to it: our development approach facilitates rapid portability to other domains. The development of an unconstrained sys​tem of this kind will take much more time and resources that can be made available through the AQUAINT program, certainly, in the initial two years. 

Project Tasks

The work on the project involves the following tasks. 

Task 1. Design and Implementation of System Architecture. This task involves integrating all the required system components available to our team from the previous projects, developing a testing and debugging environment and continuous integration and testing of new and expanded system modules.

Task 2. Knowledge Acquisition. This task involves acquiring the goal component of the ontol​ogy (size estimate: 25 concepts; extending its plan/script (“complex event”) component to include both domain scripts and workflow scripts whose instantiations in the Fact DB and the extended test meaning representation (TMR) will, inter alia, encode dialog history and context, user pro​files, the status of goal attainment. etc. (size estimate: 1,000 concepts); acquiring semantic lexi​cons for Arabic and the third language (Persian, Russian or Spanish—in the case of Spanish, CRL already has a semantic lexicon); expanding the semantic lexicon for English (the target size of each lexicon in Phase I is set at 20,000 lexical units); adapting and further developing a module (first developed in the TIDES CREST effort) for ontology-based automatic acquisition of Fact DB elements; and populating the Fact DB (size estimate, for the travel and meetings domain in Phase I: 100,000 facts; size estimate, for the workflow, user profile, user intention and QA con​text-related fact in Phase I: 1,000 facts). 

Task 3. Question Understanding. This task includes improving the coverage and quality of the preprocessing modules, especially, the tokenizers and the syntactic analyzers for each language involved—a usable version of each of the preprocessing modules exists at CRL for each of the languages mentioned in the proposal (and for many others!); coverage and quality adjustments and enhancements to the Mikrokosmos semantic analyzer, with special attention paid to co-refer​ence and treatment of unattested lexical items; testing and evaluating semantic analysis through​put for texts in all three languages (a reminder: while the analyst/system dialog will be conducted in English, open text IE will be carried out in each of the system’s languages, which then necessi​tates translation of results to the TMR form). 

Task 4. Question Interpretation. This task uses knowledge (stored in the Fact DB and/or in the extended TMR) about dialog context (current and past), about the user, about the user intentions (goals) and the status of the tasks to present a complete view of the state of affairs in the process of task completion and dialog communication; the decision about what action(s) the system must take at this juncture in the dialog and task completion is also made at this stage.

Task 5. Answer Determination. The decisions made at the previous step will be carried out dur​ing answer determination. The actions may involve looking for information in any of two kinds of sources—open text (the TREC TDT corpus will be used for this) and a structured Fact DB. They will also, centrally, include the maintenance of relevant dialog with the user: the system will carry out a running commentary on its own actions; it will also ask clarification questions, make judg​ments about task priorities and order in which they are attempted, etc. Work on open text answer generation involves the task of generating queries in any of the three languages off of the extended TMR obtained through question understanding and interpretation; this task also involves testing the available IR and IE systems, integrated in Task 1; and the translation of the results of IE (template slot fillers) into the language of TMR.

Task 6. Answer Formulation and Presentation.  This task involves building an Intelligent Graphical User Interface (IGUI), which has two basic functions: (i) to support the user in formulating queries, and (ii) to present to the user system answers. For the query formulation (i), the MOQA IGUI will allow the user to state his/her queries both as a natural language question and as a structured query using a menu-based form. The structured queries will be presented to the user for validation via automatically generated natural language paraphrases.  For the answer presentation (ii), the MOQA IGUI will present system answers to users in a multi-modal way, involving tables, automatically generated text in English, maps and other graphics, as necessary. The different modes of the presentation will be interconnected by hypertext links, allowing the user to explore the answer in an ergonomic way. The MOQA IGUI will personalize presentations of system answers according to the user’s preferences concerning a number of interface-related parameters. The MOQA IGUI will also present to the user in a convenient way a running commentary on the system’s operations, decisions, and inferences, which will be passed to the IGUI after answer determination.

Task 7. Documentation; User, Tester and Evaluator Training; Testing; and System Evalua​tion. This set of tasks will be ongoing over the entire duration of the project. Evaluations of a complete system will be prepared and run at the end of months eight and sixteen and end of the project. The complexity of the system and the limited amount of resources that can be made avail​able makes the formal evaluation of individual components of the system cost-inefficient. 

Deliverables

At the end of the project, the CRL/ILIT/CoGentex team plan to deliver the following components:

· a comprehensive, self-aware, goal-and-plan-based, context-sensitive, ontological-semantic QA system in the domain of travel and meetings, with a capability to search for information in open texts in three languages and in a structured, ontology-based Fact DB;

· an enhanced text analysis system for each of the languages;

· a question interpretation module that takes into account user goals and the context of the dialog, as well as the awareness of the quality intermediate and final results and rate of progress toward a goal; 

· an integrated IR/IE module working on open text in three languages (English, Arabic, and Farsi), on the basis of ontologically defined extraction templates;

· a decision-making module that determines the answer(s) and action(s) that the system must produce at each step of the dialog/task processing; 

· an intuitive and intelligent multi-modal user interface which will use natural language generation for system answers and for query validation;

· an enhanced ontology of about 6,500 concepts;

· an enhanced Fact DB of about 100,000 facts;

· a system for automating the acquisition of the Fact DB;

· a semantic lexicon for each of the languages in the system, at about 20,000 entries

· a set of system evaluation results;

· a final technical report describing the system;

· a user manual for the system.

Current State of the MOQA Project

CRL 

1.
Pre-processor development: An English pre-processor which carries out tokenization, morphology, lexical lookup, phrase recognition, and the recognition of various patterns (dates, proper names) is being adapted to handle Arabic and Farsi. The first step in this process is the identification and mapping of the features used in CRL’s current Arabic and Farsi morphological analyzers. 

2.
A document manager is required as the core of the architecture for question management. Two options are available (both derived from the Tipster program); GATE from Sheffield University, and a document manager from Logicon. An evaluation has been made of GATE that indicates that while it may support limited text processing it does not support the number of documents and annotations needed by the MOQA system. An investigation of the Logicon system is planned for January.

3.
English, Arabic, and Farsi corpora. Corpora are being gathered from the web by a web spider from the following sources:

· Arabic :
· http://www.aljazirah.net
· http://news.bbc.co.uk/hi/arabic/news/
· http://www.irna.com/ar/index.shtml
· English:
· http://www.cnn.com
· http://www.bbc.co.uk/worldservice/index.shtml
· http://www.irna.com/en/
· Persian:

· http://www.hamshahri.net/
· http://www.bbc.co.uk/persian/index.shtml
· http://www.irna.com/pe/index.shtml
These are being converted to Unicode (UCS2) and indexed using the Keizai system.

4.
Domain specific sub-corpora. Using the corpora acquired in section 3. and some other English sources a retrieval engine is being used to detect paragraphs and sentences related to meetings and travel. Queries, such as “Foreign Secretary”, are being used to extract units with a high probability of a description of meetings. These are being assembled into a corpus for lexical and grammatical acquisition purposes.

5.
Farsi and Arabic lexicons. Work has commenced on building ontological lexicons for Farsi. This is only being done for nouns at the moment. Once the Ontology and the English lexicon are stabilized then work will move on to other parts-of-speech.

6.
Fact Repository. A hand built fact repository is being created to provide a target for acquisition work and also as the fact source for the December workshop demonstration.

Initial XML schemas for this FR were produced by CRL in conjunction with CoGenTex.

A small number of facts have been created by hand at CRL. A significantly larger number of facts will be produced during October and November to support the demonstration work.

UMBC 

UMBC has bee focusing on the following topics following topics:

1. improvement of the syntactic analysis rules and algorithms

a. incorporating and testing the preprocessor;

b. developing a new method of analysis on the basis of rule application with subsequent error correction (a preliminary document entitled Grammar Rules Used by the Parser has been created);

c. a document describing the procedure that builds syntactic analysis rules on the basis of entries in the ontological-semantic lexicon (Using Mikro Lexicon Entries in the Syntactic Parser) has been created;

2. improvement of the semantic analysis rules and algorithms; tests were run on several realistic input sentences to gauge the current capabilities of the semantic analyzer;

3. the format of the ontological-semantic lexicon entry (a reference document entitled Lexicon Format has been produced);

4. enhancement of the expressive power of the syn-struc zone in the ontological-semantic lexicon entries (mostly, to allow the specification of trans-sentential and trans-clausal contexts necessary for the description of closed-class items)

5. improvement of the content of the English open-class lexicon

a. a catalog of English subcategorization patterns has been started, to be eventually included in the lexicon acquisition interface; this will eliminate the need to specify subcategorization patterns by hand;

b. a list of most frequent English verbs has been generated, and work on inspection and acquisition of the ontological-semantic lexicon of them started;

c. a specification was produced for phrasal entries in the lexicon, and plan of work for their acquisition was developed.

6. acquisition of closed-class lexicon for English

a. initial versions of entries for English quantifiers developed

b. initial version of entries for English personal and possessive pronouns developed;

c. initial versions of entries for prepositions and other categories started;

7. development of the treatment of referring expressions; discussions of knowledge and algorithms for treatment of reference have been conducted; acquisition of closed-class lexicon contributes to this task;

8. improvement of the specification of time and temporal expressions in the ontology and the TMRs; a reference document entitled Time has been produced.

CoGenTex.

1.
MOQA User Interface Mockup:  The HTML mockup has been developed to illustrate the proposed MOQA intelligent user interface with support for: 

· structured queries, 

· query validation with paraphrases, 

· multi-modal answer presentation integrating text, maps, timeline, social network graph, tables and hypertext.  

At the project kick-off meeting on September 26, the mockup and supporting documentation was delivered to the government on a CD.  The mockup was successfully demonstrated; it generated positive feedback from the government, which will be incorporated into the interface.

2.
MOQA User Interface Design and Implementation. 

In collaboration with NMSU/UMBC, the overall system architecture was reformulated in terms of two subsystems, the Answer Formulation and Presentation (AFP) subsystem and the Query Analysis and Answer Content Determination (QA-ACD) subsystem. CoGenTex is responsible for the design and implementation of the AFP subsystem, while NMSU/UMBC is responsible for the design and implementation of the QA-ACD subsystem. 

CoGenTex designed the XML-based data structures, i.e. XML schemas, to be exchanged between the AFP and QA-ACD subsystems and to be used by the AFP subsystem facilitating the port to different platforms.  The XML schemas are based on and are fully compatible with the ontology used by the QA-ACD subsystem; however, since they are developed to support information presentation to the user, they demonstrate some surface “re-packaging” of ontological concepts and/or their attributes.  

In collaboration with NMSU/UMBC, CoGenTex developed a demo scenario for presentation of the MOQA system at the ARDA AQUAINT Program Workshop scheduled for December in Washington, DC. The scenario illustrates the synergy of several interface methods that the user can employ when formulating queries to the system - natural language queries, structured queries, and queries stated via the multi-modal (hypertext, tables, graphics) presentation of answers. 

An extensive survey of available commercial packages for map functionality was performed, which led to the choice of the MapObjects software package. Using an evaluation copy of MapObjects, CoGenTex customized a map application using MapObjects software to illustrate the software functionality and to verify its usability. 

The implementation framework for the ATP subsystem has been determined and implementation started in October.  The December demonstration will adhere to the demo scenario and will demonstrate only limited live functionality; however, the implementation framework is designed to support the full long-term functionality of the system, which will grow in an incremental way. The following functionality has been developed: 

· Structured Query Building: ontology-based HTML forms which enable users to define structured queries;

· Map Display: interactive map display using MapObjects, integrated with the text and tables by hyperlinks; 

· Result Tables: HTML tabular display of complex answer content, integrated with text and maps;

· Query Text Summary: automatically generated textual summaries used for query validation;

· Result Text Summary: automatically generated textual summaries of answer content;

· Timeline: timeline display of answer events .

This work was supported in full by the Advanced Research and Development Activity (ARDA)’s Advanced Question Answering for Intelligence (AQUAINT) Program under contract number 2002*H167200*000.
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