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Ultimately, the goal of evaluating question and answering (Q&A) systems, and information retrieval (IR) systems in general, is to discover ways to improve the technology and to make the systems more useful.  Traditionally, however, researchers have sought to develop methodologies and metrics that are better suited to compare systems than to identify ways of improving them.  These methodologies have proven to be extremely unproductive for evaluating the usability of interactive information-retrieval systems with “real” users.

As a result of our many interactions with Q&A workers and evaluators we have begun to design a new evaluation methodology for Q&A systems.  In the past, evaluations have been constrained by experimental limitations in the way test users were tasked to interact with the system. Namely, test users have been given experimenter-generated questions or problems to solve.  We feel that a better test of the effectiveness of a natural language system is to investigate users performance while engaged in question asking tasks that are generated by the users themselves.  In this approach, test participants are asked to search for answers to questions they themselves think of.  There are several advantages for this method.  First the experimenter will not be as able to influence the language the user naturally uses to express their questions. Second, by recording the questions generated by the users we will be better able to access how well the system’s interaction with the user communicates the capabilities of the system. Third, users will be more motivated to reach a satisfactory answer.  We believe this approach more directly addresses the goal of improving the habitability of Q&A systems.

We have begun to evaluate Q&A systems and search interfaces using ‘user-generated’ information needs.  . Furthermore, we will discuss how to evaluate the advantages and disadvantages of a natural language interface and how to identify ways to improve these interfaces so users will be more productive and satisfied.

Recent Accomplishments

1. We have used our “user-generated-task” evaluation method in our initial evaluation of Language Computer Corporation’s web Q&A system.  Seven test participants, generating their own questions, have used LCC’s interface to search for answers.  Reports of the results of these evaluations are being analyzed and will be reported and the AQUAINT June workshop.

2. Ron Zacharski  presented a paper, Givenness, implicature, and the form of referring expressions in human-computer discourse, at the  Vancouver Studies in Cognitive Studies Conference on Discourse: Reference Resolution held in Vancouver (Feb 14-15). The paper described an analysis of referring expressions in the transcripts from the NIST AQUAINT Dialogue Experiment. These results were also presented in a panel discussion on discourse markup of corpora at the Conference on Intelligent Text Processing and Computational Linguistics in Mexico City (Feb. 16-22).

