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Just-in-Time Interactive Question Answering

Sanda Harabagiu

Language Computer Corporation

Project Report

In addressing the interactive aspect of Question Answering (QA), this project has focused in the last six months on accurately identifying mechanisms for decomposing complex questions into sets of simpler questions that can be processed by current Q/A systems in an automatic mode. The decomposition of questions took into account the intentions of the information seeking analyst and aimed at obtaining high recall for properly responding the analyst' requests.  Our data-driven study began with an in-depth study of every conversation log from the first dialog pilot in November of 2002.  We developed detailed annotations of the logs and devised a cascade of processing layers based on Finite State Automata (FSA) to handle the user input. Then we enhanced the methodology on the CNS data and the topics provided for the second dialog pilot, scheduled for April 2003.  The enhancement consists of combining the bottom-up techniques devised from the Wizard-of-Oz data generated during the first pilot with top-down question decomposition techniques learned from the data we prepared for the second dialog pilot.

In addition, our project targeted the development of just-in-time agents capable of gathering citations from multiple users of the dialog system when they tackle the same topic. We developed a detailed analyst-centric study in which we observed patterns in the analyst input.  After developing a set of features of analyst input, we annotated all 521 analyst inputs from the first pilot accordingly. We also used 6 different users to generate Wizard-of-Oz data for the new topics and developed a new set of features that considered also (1) the context of each question and answer; (2) the reference resolution across different questions; and (3) the coherence and cohesion of decomposed questions that lead to the answer sought by users.

Dialogues on CNS Data

The documents provided by the Center for Nonproliferation Studies (CNS) to the AQUIANT contractors allowed us to surpass one of the most important hurdles in developing our dialog system. Specifically, having highly focused textual data from the CNS collection, we could concentrate on modeling the topics conceptually instead of harvesting relevant documents from the Web, without ever knowing if we had sufficient data or if the collection is reliable. Additionally, the collection was categorized for each of the two training topics and the four testing topics, allowing us to rapidly create separate indexes, used both by the Q/A system and the Just-in-Time citation agents. The role of the Just-in-Time Search agents is to employ citations of similar questions used when searching information on the same topic. From the first Dialog Pilot, we were impressed to find that a large majority of the questions asked by analysts were solved by the Just-in-Time citation agents. Another lesson we learned from the first pilot was that agents ask quite complex questions/ This is the rationale for developing a dialog architecture in which complex questions can be processed robustly. The JITIQA dialog architecture uses a question processing module that simplifies and reformulates questions before presenting them to the Just-in-Time citation agents. Only when no similarity to other questions used for the same topic was found, JITIQA relies on the Question Answering system.
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Some of the complexities of dialogs have to do with the fact that user input is regularly fraught with English errors. Lack of capitalization or absence of punctuation add to the spelling errors or the problems determined by the usage of slang, increasingly popular because of chat-rooms. An example of a question from Dialog Pilot 1 that exhibits all these problems is: “looking for recent joint ventures with at least one participant being Japanese want names of participants plus new name most recent venture shud be first answer and then proceed back timewise can provide definition of joint venture but belv u will understand”. The first three modules from the Question Processing of JITIQA focus on correcting errors whenever possible and to recognize names even  when they are not capitalized. The Question Splitting module helps distinguish several questions in the same user input by splitting the question is several separate questions, e.g. “How many people are being treated now with ARVs1, and what are the problems, if any, that prevent more patients receiving these drugs?2” is split in the questions indexed as 1 and 2.
 Of great importance is the identification of the user’s intention. Based on our study of all the 521 analyst input from Dialog Pilot 1, we were able to develop features that categorize the input into:

· Topic – states the topic;

· Reply – replies to a system prompt;

· Feedback – comments on system performance;

· Self-clarification – comments on own statements;

· Control – gives command regarding system activity; and

· Information Request – requests information from the system.

Among these types of intentions, information request is notably the most important for the system to understand. It was also the most frequent type of input as well. We have also noticed that information requests implied different levels of context processing. We had the following cases:

· The request contains all the topic/context information within itself;

· The request implies only the context of the topic;

· The request implies context from the previous request;

· The request implied information from previous answers or a specific previous answer.

Information request were typically cluttered with words or phrases that are not useful to the system because they either contain little semantic value or comprehension of their meaning is beyond the system’s capability. Question filtering strips from the question words or phrases that do not contribute directly to the information request. For example stripped words from a question used in Pilot 1 are underlined: “Great. What areas they cover? Northeast? Southwest? Any idea?” 

Question filtering enables better question expansion, which allows complex questions to be translated into multiple questions of lower level of complexity. We have studied two methods of question expansion: a bottom up method that identifies several expansion patterns; and a top down method that coherently decomposes complex questions. If the decomposition is viewed as a tree, only questions from the leaves are further processed, knowing that they are of similar nature to the factual questions currently handled by QA systems. Groups of nouns and verbs are syntactically identified, and references are resolved with the purpose of identifying answer types of each question. Because questions are processed in the context of the dialog, context is selected from the recent questions and their answers. 

.

JITIQA Dialog Graphical Interface

A final effort in the development of our dialog system was the creation of a web-based GUI.  In contrast to the fall pilot evaluation, where analysts communicated their requests through the NIST-created interface which were then relayed to our system, the new GUI allows for analysts to directly interact with our system.  While this represents an enormous step in  problem complexity, we are eager to take this move in order to learn more  about user/system interactions.  
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Our dialog interface consists of several different windows each displaying information to the user.  The main display shows conversation and prompts to the user, the status pane shows the system's current status, and a third pane displays clickable related questions.  The bottom window takes user input and stores a history of inputs entered.  The menu system allows for connecting and disconnecting from dialog servers, beginning and ending dialog sessions on various scenario topics, setting user preferences, and obtaining help.  Our dialog server captures conversation logs according to the NIST specification, available for immediate online viewing, and it also allows for concurrent dialog session with different users.  

Just-in-Time Citation Agents

As illustrated in the new architecture of JITIQA,  questions are first presented to a set of agents that establish similarity to citations of questions used for the same topic. For this purpose, similarly to Pilot1, we populated a QUestions and Answers Base (QUAB) and generated conceptual representations of questions, as an attempt to encode topic knowledge. A new feature developed in the past 6 month was the integration of Answer Type Taxonomies in the conceptual mapping between questions and their semantic representations. This allowed us to enable question paraphrasing, thus returning more informative answers as a result of the same conceptual signature of questions that paraphrase the same information need. A direct by-product of this feature is the fact that we may have a set of ordered answers, all responding the same question, but each bringing forward some new facet of the answer, or some additional information. The same conceptual representation will allow us in the future to deal with complex topics and with much more complex questions. We have created a tool that helped us generated the conceptual representations and to organize the QUAB. Conceptual editing was the most important and elaborate part of our study. 
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With the QUAB-Tool we have generated a total of 350 question/answer pairs and have encoded 1935 concepts. The following Table shows the distribution of concepts and question/answer pairs per topic.

	Topic
	China-arms
	India-Missles
	Iraq-bio
	Iraq-nuclear
	Russia-Navy
	Russia-N. Korea

	# Q/A pairs
	141
	38
	71
	20
	25
	55

	# Concepts
	411
	137
	238
	103
	68
	192


Current and Future Work.

Recently we have been working on addressing many of the challenges we faced during the first Dialog Pilot, specifically questions expansion.  We have developed means of breaking down complex questions and we shall continue working on tighter integration of  our top-down and bottom-up techniques. We have been able to integrate reference resolution and context processing in our dialog system and will continue to process context with more sophisticated techniques. Currently JITIQA is able to process reference and ellipsis in some interesting ways. This can be seen in the following dialog, generated by JITIQA in the second Dialog Pilot:

Q1: What is the evidence that Iraq has biological weapons? 

A1: Answer (100%): U.N. weapons experts have said Iraq may have stockpiled 

    more than 600 metric tons of chemical agents, including mustard gas, VX 

    and sarin. Some 25,000 rockets and 15,000 artillery shells with chemical 

    agents are also unaccounted for, the experts said.... The Iraqis also 

    have biological weapons, according to U.S. officials. [full document]   

    Press [ENTER] to see more answers, or input a new question.  

    Processing input and searching for answers... 

Q2: Have they concealed anything ? 

A2: Answer (94%): US intelligence believes Iraq still has stockpiles of 

    chemical and biological weapons and guided missiles, which it hid from 

    the UN inspectors. 'Voice of America' radio reported a senior CIA source 

    as saying that, in the opinion of the US, Iraq still has small caches of 

    chemical and biological weapons of mass destruction which it has 

    concealed. [full document]   

    Press [ENTER] to see more answers, or input a new question.  

In this example, the second question demonstrates how both coreference and keyword context are used to resolve pronouns and ellipses.  In the second question, coreference connects "they" to "Iraq" allowing it to be understood in the proper light.  Secondly, the keyword "biological" is carried over from Q1 to satisfy a crucial concept in obtaining A2. The three concepts needed to match this answer were "Iraq", "conceal", and "biological".  Only one was obtained directly from the question.
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