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Computational Implicatures for Advanced Question Answering

Sanda Harabagiu

University of Texas at Dallas

Project Report

In addressing the problem of implicit knowledge needed to be coerced for processing questions, this project has focused in the last six months on two forms of question implicatures: (1) implicatures between the background of a question and the actual question; and (2) the implicatures of complex questions adressing a well-defined topic, for which a lot of common ground is presupposed between the questioner and the Q/A system. For both forms of questions we collected and studied 600 questions. In the past 6 months we have devised an unsupervised technique for annotating questions and answers with semantic information allowing the coercion of knowledge. We have found that semantic knowledge combining predicate-argument structures with predicate primitives that define the semantics of lexemes can be used for generating possible implicatures.

The implicatures are formalized as semantic structures that allow the unification  of  questions  with  answers.  To be able  to  devise  a mechanism  that accepts  correct  implicatures and  at  the same  time rejects  incorrect implicatures,  we have  started to  use  the Bayesian Networks formalism. For building a proof-of-concept, we used Kevin Murphy's Bayes Net Toolbox   in studying the inference mechanisms that best work for the acceptance/rejection of implicatures. Our study also focused for the past six months on the complexity and coverage of the semantic information needed for deriving implicatures.

Implicatures between topic background and questions 

Implied information is presupposed whenever the topic of inquiries is known and the questioner considers that the implications made are part of the background, and thus should be accessible to the Q/A system. This is of course not true for current Q/A systems. To process questions that are asked within a given topic with acceptable precision, we need to find ways of coercing the implied information. One way to do so is by coercing knowledge abound the background of the topic, and making it available to the Q/A system, along with a mechanism of deciding when the topic background is acceptable.

Most of the time, the topic is described in a sentence or a short passage, and then some more aspects of it are revealed as more questions are posed. To study in depth this situation, in the past six months we have performed an experiment in which three students, namely Arvind Joshi, Sajed Rahman and Milind Honrao have generated each 200 questions on a selection of 10 topics. 5 topics were selected from the topics used in the Dialog Pilot1 and 5 were used from the topics selected in the Dialog Pilot2, using for the latter the data available from the Center for Non-Proliferation Studies. In both cases we were interested in comparing our questions and their respective implications with the questions posed by analysts during the pilots. We have found 600 questions that needed coercions due to the implicatures that were used. The topics from the Dialog Pilot 1and 2 we used are:

	Topic
	Pilot

	Opium in Afghanistan
	1

	AIDS in Africa
	1

	Black Sea Pollution
	1

	Sherron Watkins
	1

	FARC in Columbia
	1

	China’s participation in nonproliferation regimes
	2

	Countries that contributed to Iraq’s nuclear program
	2

	Thefts in Russia’s nuclear navy
	2

	Biological weapons in Iraq
	2

	Assistance received by North Korea from USSR/Russia for its missile program
	2


We have found that more than half of the questions that required coercions are characterized by very complex answer types, that are not currently encoded in Q/A systems. We have noticed that three different users, asking questions within the same topic display similar interests. A direct consequent is the fact that many times, answers returned by the Q/A system are applicable to more than one user. Such answer redundancy can be exploited to capture semantic information typical for a topic, and thus believed to be in the “background” of the topic. Moreover, as new questions are asked within the new topic, new semantic information relevant to the topic may be aggregated in the answer typology, enabling better coercions in future.  

As an example, we present the questions and answers derived for the topic of the biography of Sharron Watkins, that enable the coercions needed when the analyst asked “Biographical information needed on Sharron Watkins”.  For this particular case, the expected answer type is Biographical-Information, and this type cannot be represented as a single, simple concept. Instead it is a complex concept that relates the life of a person to their relatives, to their career, schooling etc. We found that the structure of such complex concepts can be learned from the questions people ask on similar biographical topics, e.g. on the life of Elizardo Sanchez. Whenever a question could be answered by answers provided to other questions on the same topic, we found that the answer contained important semantic information for the topic. Given the following three sets of questions and answer, in the Figure 1 we marked with dashed lines cases when a question is answered also by answers provided to other questions.  Partial answers coming from different source document were marked with a and b respectively.
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Figure 1: Topic-based Question and Answers.
We found that the common semantic information that allowed a given answer to satisfy more than a question could be grouped for the topic of the biographical information of Sherron Watkins in the following structure:
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Figure 2: Complex Concept as Answer Type
This structure also shows the semantic answer types of the questions (e.g. “age”, “education” or “career”), the questions sharing the same answer type and most importantly, their direct answers, depicted by straight-line arrows and their indirect answers, depicted by dashed arrows. As we can see, in the same topic, the number of indirect answers is significant. Another important observation related to the cardinality of sets of questions sharing the same answer type. It shows that when asking about biographical information, the most relevant information concerns what the person is best known for and their family ties. For each of the ten topic we studied, we devised in the past six months such complex semantic structures, as backbone for the knowledge that needs to be further coerced for deriving implicatures. The structures are devised automatically, thus given any new topic we can create such complex conceptual maps from the questions and answers that are available.

Implicatures of Complex Questions

Even when complex concepts are derived to serve as possible answer types, we still need additional knowledge to be coerced. Often such knowledge is not readily available and we have to infer it. As we are not certain about it, we model it with typical mechanisms for performing probabilistic reasoning. The challenge we have studies in the past six months concerns the notion of inferring relations within a topic that validate or invalidate certain coercions. For example, when we deal with the special topic of “Thefts in Russia’s nuclear navy” and we search for the answer in the CNS data, we find concepts like “reactor” related to concepts like “submarine” in a complex conceptual structure. Nevertheless, this structure cannot cover some general answer types like MANNER. To illustrate our mechanism of coercing specialized knowledge we present an excerpt from the questions asked by an analyst during Dialog Pilot 2 and the answer that was returned:


Analyst: “How have thefts impacted on the safety of Russia’s navy?”


Q/A system: “According to Kommersant, while stealing these parts, the sailors could easily have caused a meltdown in the still-operating reactor of the submarine, if its control rods had not been bolted down. The control rods had only been bolted down the previous day, however, by a mechanic acting on his own initiative, who had welded them shut, so that the thieves could not remove them.”
Since manner of impacting the safety may be expressed in many ways, we first recognize the arguments of the predicate “impact” in the question, with the purpose of relating them to other predicates in the candidate answer. The arguments are: SUBJECT=[thefts]; PATIENT=[safety of Russia’s navy”. We have used an automatic role labeler trained on the PropBank, which achives an 81% accuracy in the detection of argument roles. It uses the methodology described in [Gildea and Palmer 2002]. Possible coercions are dictated by the candidate answer, namely by the predicate-argument structures recognized in its text. We use the following steps:

(1) Identification of topic concepts (e.g. reactor, submarine) in candidate answer;

(2) Recognition of predicate-argument structures related to the argument recognized in the question;
(3) Inference of possible relations to account for derivation of implicatures.

Step 1: Topic concepts are recognized in the noun phrase: “a meltdown in the still-operating reactor of the submarine”. We additionally retrieve all predicate-argument structures that involve any NP containing topic concepts. In this case, the structure is:

     S1: [sailors]SUBJECT ( cause ( [meltdown in the still-operating reactor of the submarine]OBJECT 
Step 2: Recognize concepts related to the question arguments: “stealing” and “thieves” are related to “thefts” and no other concepts besides the topic concepts re related to “safety of Russia’s navy”.  The predicate argument structures we recognized are:

S2: stealing ( [parts]OBJECT 
S3: [thieves]SUBJECT ( remove ( [control rods]OBJECT 
Additionally we generate a transitive closure of all predicate-argument structures, such that if any argument is also participating in another predicate-argument structure, that new structure is also retrieved. For our example we also retrieve the following two structures:

S4: [mechanic]SUBJECT ( welded shut ( [control rods]OBJECT
S5: [mechanic]SUBJECT ( bolded down ( [control rods]OBJECT
Step 3:  The five structures constitute nodes in a Bayesian network. An additional node Q is added, representing the predicate-argument structure derived from the question:

Q: [thefts]SUBJECT ( impact ( [safety of Russia’s navy]OBJECT
The structures derived in the first two steps account for the cohesive structure of questions and answers. In this step we tackle the coherent structure, the explains away the coerced knowledge. Given that a finite set of possible coherence relations may be established between the structures Si  we generate a probability distribution of the possible relations between these nodes and node Q. In the past 6 months we considered only dependency models quantifying relations based on distance against a large set of relational patterns annotated in texts. These patterns also included cue phrases like “because”, “since” or “while”. 

The probability distribution is aimed at building probabilistic relational models, which extend the Bayesian Nets framework. However, in the past six months we experimented with these distributions only by trying to compute the highest probability of possible relations. Thus from each structure, we allowed at most 4 other possible relations to any of the other structures and tried to learn the structure of the nets, and thus of the knowledge by using Kevin Murphy's Bayes Net Toolbox (BNT). The experiments with BNT will help us compare against the results we shall obtain when using the probabilistic relational networks we shall implement for this project. 
Current and Future Work
Recently we have been working on extending the Gricean implicatures by incorporating Bayesian inferences and a formal logic representation given by Auto-epistemic logic, which allows retractions. We have developed means of collecting pragmatic knowledge and organizing it for efficient coercion of applied information. We are currently extending the theoretical framework of coercing implications in the context of Q/A by considering a lager set of implicatures. Additionally, for each type of implicature we plan to develop acceptance and rejection operators and to measure the relevance and coverage of pragmatic knowledge on the correct implications that our methods discover.
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