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Building a system that can analyze text and robustly respond to questions expressed in natural language requires technologies that deal directly and deeply with the meaning of natural language. The AQUAINT R&D program provides a unique opportunity to build a foundation for deep yet robust semantic analysis of human language. The confluence of recent developments in probabilistic language modeling and probabilistic knowledge representation, together with semantic schemas underlying language use provide a pathway for developing an advanced form of probabilistic semantic grammars. The semantic schemas produced by these grammars allow a deeper but robustly computable form of language understanding, sensitive to the relationships between words, and the metaphorical ways in which concepts are employed within language. While this proposal is at the leading edge of developing research, we assert that such technologies will be vital for achieving the ambitious goals of the AQUAINT program. 


We propose combining two sophisticated lines of natural language processing research to create an exciting new approach to language analysis. One line of research is that of probabilistic, corpus-based approaches to computational linguistics problems, as investigated for more than 10 years by Hearst and Manning. The goal is to extend statistical analysis work that has mainly been applied to  syntax analysis to developing methods for recognizing semantic relations among words.  We intend to do this by acquiring these relations from a using large text collections and existing lexical ontologies, such as MeSH and other processed language resources.  


The second line of research is the long-running investigation of the embodied basis of language semantics by Feldman, Narayanan and their students and associates. One goal of this research is the development of a computational, practical, and biologically plausible approach to representing the inferences required for and resulting from understanding natural language. This research produces universal, language-independent meaning representations as the results of language interpretation, and has a natural link to probabilistic graphical models for elaborating the consequences of what is understood. We will explore using these representations for performing inference. The key power of the semantic schema representation comes from exploiting linguistic research which shows that a relatively small number of language-independent semantic schemas can cover a wide range of queries and answers, including more abstract questions involving perhaps motives, reasoning, or pathways, of a sort which are ill dealt with by conventional information extraction systems. 


Initially semantics will be represented at two different levels for each of the two approaches, with the goal of combining the two in Phase II research. We plan to exploit semantic relations as an intermediate level between syntax and conceptual schema representations, useful as a pathway for analysis and learning. 


The innovative claims for this work consist of three main parts: identification of core semantic schemas across languages, transformation of syntactic dependency structures to semantic relational structures, and investigation of the application of probabilistic relational models to inferencing from semantic relations. 


The first goal is largely achievable from current theoretical work in cognitive linguistics; we will continue to develop this line of work in efforts to formalize and enumerate properties of image schemas and force dynamics, and the types of linguistic relations identified in the FrameNet project. One part of the proposed initial effort is to carry out the formalization of these semantic schemas to evaluate their applicability, coverage, and extension. We expect that there will be a relatively small number of semantic roles necessary to characterize the schemas in a language-independent way.


 During the period from January to April 2003, ICSI  completed the development a formal relational model of semantic schemas [1], started populating a new metaphor database, MetaNet with the schemas [4],  linked the schemas to FrameNet and to the Semantic Web through DAML+OIL and DAML-S [3], and implemented the first version of a semantic analyzer that parses text into semantic schemas [2]. We also continued the core task of developing  advanced probabilistic inference algorithms for Question Answering. Our previous work showed how separate dynamic and probabilistic methods can yield information on both the possible causes and potential consequences of an event. The new result is that we now have a unified methodology for both modes of inference [5], and this appears to significantly advance the state of the art. The new inference algorithm will be reported on at the AQUAINT June 2003 workshop.


For the second goal of converting surface text into semantic concepts and roles, the main idea is to build from state of the art probabilistic syntactic parsing methods towards semantic representations. Syntactic representations will be used to identify dependency structures, and then we will use these structures as input to a machine learning system that can identify richer semantic relations. 


In the period from January to April, 2003, the UC Berkeley group has made significant progress on efforts to perform entity and relationship extraction from bio-medical text continuing work reported in [6,7]. The task attempted can be stated as follows: given a sentence such as


  These results suggest that con A-induced hepatitis was ameliorated  by pretreatment with TJ-    135 


our algorithms must identify the corresponding semantic classes ("A-induced hepatitis" is a DISEASE and "TJ-135" is a TREATMENT) as well as semantic relations that holds between the semantic classes. For example, a "cure" relationship occurs in the previous sentence, and a "prevention" relationship appears in the following:


  A two-dose combined hepatitis A and B vaccine would facilitate  immunization programs.


Previously approximately 3,000 sentences from MEDLINE were hand-labeled with these types of entities and relations.





We developed and evaluated two static and two dynamic network models for automatically assigning entity and relation labels, using a rich set of syntactic and semantic features (from a domain specific lexical hierarchy) to describe the sentences.  On the test set, we obtained a 70% F-measure the extraction of the semantic classes and 67% for relationship classification.  We are pleased to report that the model that assigns entities and relations simultaneously performs as well as the models that assign them separately.  We also found evidence that syntactic information to be helpful for this task, as has been found in related work by others.





For the third goal - advancing the state of the art in semantic interpretation and inference - we propose two approaches, corresponding to the two different levels of semantic representation mentioned above. The first is to extend the inferential capabilities of systems that use cognitive linguistic schemas. We have been using Bayesian belief networks and related graphical models as a primary inference engine. These have many advantages including the ability to deal with missing and uncertain data. These have worked extremely well in moderate sized cases, but do not scale to situations of the size and complexity needed here. We propose to evaluate a new methodology, Probabilistic Relational Models which appears to scale more successfully and, importantly, is designed to have a clean interface to large knowledge bases. The second approach is to apply probabilistic techniques to link information found across many different  documents to address NLP problems such as coreference resolution. 





In the period from January to April 2003, Stanford continued work on the development of its factored exact A* lexicalized probabilistic parser, and components of it, including releasing an open source version (which has already been downloaded by over 200 distinct people).  The method of A* parsing and its efficiency is explored in an HLT NAACL 2003 paper [8], and the factored bounds approach appears in an IJCAI 2003 paper [9].  Techniques for greatly improving the accuracy of the component unlexicalized PCFG parser appear in an ACL 2003 paper [10].  Another ACL 2003 paper extends the factored lexicalized parser to parsing Chinese, and particularly explores how the different structure of Chinese effects the parsing ambiguities that need to be resolved, and how the parser can be adapted to do this better [11].  In new work, we began exploration of a probabilistic generative model for semantic role assignment based on the FrameNet data, and their notions of frames and frame elements.  The generative model is competitive with the approach of Gildea and Jurafsky (2002), and offers advantages such as the determination of implicit roles  [12]. 
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