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Motivation

When analysts use advanced AQUAINT QA systems to find answers to complex questions or to extract relevant information from clusters of related documents, the intermediate output will be invariably the same: a set of related answers that may contain redundant and contradictory information.  A simple enumeration of these answers, i.e., text fragments that range in size from phrases to paragraphs, is not satisfactory because, as cognitive studies show, the ability to understand information decreases significantly if the information is not presented in a coherent manner. As a result, even if a QA system is capable of finding the relevant answers to a question, an analyst may still be unable to use them if the answers are not presented in a well-structured, coherent, and grammatical manner.

Our experience in building large-scale natural language applications confirms this. In machine translation, poor generation leads to ungrammatical, unreadable text.  In human-computer dialogue, poor generation leads to clunky, confusing speech. In single and multiple document summarization, a simple concatenation of important sentences and clauses leads to incoherence.

Goal

To address these problems and contribute a crucial component to the AQUAINT program, we propose to develop advanced natural language generation techniques that take as input multiple sources of information (including an arbitrary set of text fragments/answers), plus a model of the user and context, and produce text that: 

· contains useful answers and ancillary material

· is brief

· is coherent at the text level

· is grammatical at the sentence level

In general, these goals conflict with one another.  For example, the briefer the answer, the more likely it is that important bits are missing.  Likewise, systems that select sentences out of documents and glue them together (as in extractive summaries) tend to produce grammatical strings of words, but incoherent strings of sentences.  Systems that construct new sentences for themselves can produce shorter texts, but run the risk of ungrammaticality.

In the past, our practical understanding of syntax, coherence, and salience have been too weak to permit intelligent reasoning about these trade-offs.  Fortunately, progress is being made.  For example, Marcu [2000] presents a practical theory of discourse that ties rhetorical structure theory (RST) to surface features of text.  Langkilde and Knight [1998] describe a sentence generation system called Nitrogen, which employs an automatically trained language model to select fluent, grammatical alternatives from a large pool of candidate outputs.  Knight and Marcu [2000] study methods for compressing single sentences, with the simultaneous goals of preserving important material and retaining grammaticality.

In the spirit of this kind of research, we have proposed a focused project on answer generation.  A central component of this research will be an empirically founded answer to the question: 

What makes a text coherent?

Being able to recognize that a given text is coherent (or incoherent, or slightly coherent, or slightly incoherent) is a scientifically fundamental problem.  Armed with a practical solution to this problem, we will be able to generate good texts for a variety of problems.  We do this by turning recognition capability into generation capability, as is commonly done in speech recognition and statistical machine translation.  For example, in statistical MT we usually produce a large number of potential translations for a sentence, and then select the best translation, i.e., the translation we recognize as having highest probability.  

In the same spirit, we propose to develop techniques that will enable us to generate a large number of potential whole texts to the user, and then select the one that is most coherent.  We also plan to adapt our algorithms so that we can take as input an existing text, as produced by another system or by a human, and make modifications to it that we recognize as improving its coherence.  An operational theory of text coherence will have many other applications as well, and be interesting in its own right.

Data and Modeling

We plan to use AQUAINT research funds to develop a text level, probabilistic language model of text coherence. We will develop this model empirically, using large collections of well-formed texts. To jump-start this research, we have already put together a corpus of 1 billion words of English, using various resources made available by LDC.

Our empirical study of coherence will focus on three problems:

· Ordering: We will build a language model that will assign high probabilities to coherent sentence orderings and low probability to incoherent ordering. The 1 billion words corpus that we prepared for this task contains millions of instances of useful training material.

· Redundancy: We will build a language model that will assign low probability to texts that use many redundancies. We will use for training the texts in the 1 billion-word corpus, as well as hundreds of thousands of “comparable” texts, written on similar topics, which we have been downloading four times a day, from eight news sites, over the last nine months. 

· Contradictory information: We will build a language model that will assign low probability to texts that contain contradictory information, using the same corpora as above.
Applications

In support of the goals set forth by the AQUAINT program, we will use our research on a probabilistic theory of text coherence and text-level language modeling to produce two applications:

· One application will take as input a collection of text fragments varying in size from phrases to paragraphs. It will use sentence-based bag generation algorithms and sentence-based language models to fuse phrases into grammatical sentences and it will use text-based bag generation algorithms and text-based language models to order sentences as coherent text. From each input collection, we will generate millions of alternative outputs and present the user with the rendering of highest probability.  This application will be used as a backend by the AQUAINT Q&A systems that will focus only on answer determination With our backend applications, AQUAINT Q&A systems will be easy to use by information analysts and casual Q&A users.

· One application will take as input an existing text and it will apply probabilistic rewriting operations on it, with the purpose of producing a version of the same text with fewer grammatical errors and incoherencies than the text given as input. This application will be used as a backend by any Q&A, single, and multi-document summarization system. If the outputs of these systems are coherent, our application will leave them unchanged. In contrast, ill-formed (ungrammatical and incoherent) outputs will be automatically corrected.

These applications and the probabilistic algorithms that we will develop will be also useful in the context of other human language technologies such as teaching writing, machine translation, and speech recognition. 
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