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Overview of Goals
Current question answering (QA) systems are based on a combination of heuristic techniques, require considerable knowledge engineering, are unpredictable in their responses to very similar questions, and are restricted in the types of questions that can be answered. In order to extend the QA paradigm to questions that require more complex answers, it will be necessary to provide a more solid basis for the design of QA systems. In particular, a formal framework for QA could support more rational development of algorithms for dealing with structured data, answer granularity, and answer updating. In this project, we are studying how the statistical language model framework used for information retrieval could be adapted to QA, and used as the basis for a more general QA system that is capable of learning about appropriate answers for questions.

More specifically, we are working on five issues related to question answering:
1. Question answering using language models: Combining models of answers with models of topic relevance in a probabilistic method for ranking answer passages. Instead of a two stage approach of retrieval followed by answer passage selection, this approach is attempting to rank the answer passages directly.
2. Query triage: Inferring characteristics of the query, potential solution strategies, characteristics of likely answers, and the most useful information resources from the query.
3. Question answering with semi-structured data: Deriving answers from tables or documents with significant tabular content.
4. Answer updating: Detecting new answers for a question in a stream of data, and deciding whether that answer supports, updates, supplements, or replaces previous answers.
5. Answer granularity: Deciding whether the appropriate answer for a question is a short text string, a sentence, a text passage, a structured passage (table), a document, or multiple documents. This is related to query triage.
Accomplishments to Date
Our work to date has focused on the first three issues mentioned above. With regard to question answering using language models, we have carried out a number of experiments using both the simple “query-likelihood” approach and the relevance model approach for answer passage ranking. In the query-likelihood approach, we construct language models from potential answer passages, and then rank answers by the probability that these language models could produce the question text. In the relevance model approach, a model based on the query is estimated, and answers are ranked by comparing the answer passage language models to the query (or relevance) language model. We have carried out a number of experiments using TREC question classes and comparing the query-likelihood approach evaluated using the Mean Reciprocal Rank to the results from the heuristic Marsha QA system developed at UMass.

These results indicate that even this simple approach has some promise. The results for the simple language modeling approach are substantially better than the heuristic QA system for many question classes. The relevance model approach is producing even better results, but they are not complete. We are currently examining the performance of classes that did not perform well to understand better the underlying processes.

The issue of answer granularity becomes important as we consider generalizing the QA approach to handle more complex questions. In our approach, we associate an “answer model” with every question model. The answer model will be used to represent the expectations about the form of the answer and answer granularity.

We have begun an effort to learn word sequences and contexts associated with answers based on training data. We expect that many of the features in these models will actually be syntactic or structural rather than specific words. We also expect to at least partially address the granularity issue through training data. In other words, we need to capture a description of the typical form of an answer for different query types. To do this we will need to include syntactic and structural features such as the presence of lists or the size of the answer text in the answer model. These types of features are different to the word-based language models that have been primarily used in IR, but frameworks for dealing with them have been developed in the speech recognition community.

Our early experiments with answer models built using TREC training data have been promising but not conclusive. We are currently working on techniques to mine answer models from large corpora.

In the query triage area, we have developed a measure of query ambiguity or “clarity” based on a language models, and have shown that this measure is strongly correlated with query performance. This work was reported in an HLT paper and a SIGIR paper:
· S. Cronen-Townsend, Y. Zhou, and W.B. Croft, “Predicting Query Performance,” to appear in SIGIR 2002.

· S. Cronen-Townsend and W.B. Croft. (2002) “Quantifying Query Ambiguity,” Proceedings of HLT 2002, San Diego, CA, March 24-27, 2002.

We have also carried out a number of experiments on query classification and have begun to work with new forms of questions. A paper describing work with task-based questions will appear in SIGIR:
· V. Murdock and W.B. Croft, “Improving Retrieval for Task-Oriented Questions,” to appear in SIGIR 2002.

One of the goals of this project is to extend the QA paradigm to include databases of structured data, tables, and metadata. These pages contain many facts and figures, as well as text explanations, on a variety of topics in a variety of formats, We are particularly interested in Web data where the structure is indicated mainly through HTML tags, metadata fields, and, occasionally, with XML markup. Although from one perspective the answers are more clearly delineated than in unstructured text, there is a significant challenge in identifying and ranking the possible answer contexts. The crucial steps in integrating structured data in the general QA language model framework will be generating appropriate candidate answer contexts and including metadata information such as HTML tags in the answer models. 

In the first phase of the project, we have built a demonstration system that combines a question-answering system with answer passage extraction based on tabular structures. Tables are recognized in web pages through a combination of tag data and format regularities. Answer passages are constructed by combining table entries with metadata. This work is described in the following paper:
· Pinto, D., Branstein, M., Coleman, R., King, M., Li, W., Wei, X. and Croft, W.B., "QuASM: A System for Question Answering Using Semi-Structured Data," to appear in the Proceedings of the JCDL 2002 Joint Conference on Digital Libraries, Portland, OR, July 14-18, 2002.
Plans

In the next three months, our research will continue along the lines mentioned in the previous section and we will begin to focus more on answer updating and answer granularity. With respect to the areas already mentioned, we will carry out experiments involving learning answer models and combining them with relevance models to retrieve better answer passages. In the query triage area, we will extend the work on query clarity to study issues such as database coverage. In the semi-structured data area, we will start to develop a language model framework for representing answer passages made up of information from different scopes.
Question answering has a dynamic aspect that is mostly ignored by current systems. As new information becomes available or as new information resources are searched, answers may change or be modified. If we view a stream of documents as simply a larger database that is being examined sequentially, there is in fact little difference between updating over time and dealing with multiple possible answers derived from a large database. In the next phase of this project, we will develop techniques for dealing with questions with multiple answers and adapt these techniques to dynamic environments. We also intend to integrate these techniques with the research on detection of novelty in event tracking.

















































