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Building a system that can analyze text and robustly respond to questions expressed in natural language requires technologies that deal directly and deeply with the meaning of natural language. The AQUAINT R&D program provides a unique opportunity to build a foundation for deep yet robust semantic analysis of human language. The confluence of recent developments in probabilistic language modeling and probabilistic knowledge representation, together with semantic schemas underlying language use provide a pathway for developing an advanced form of probabilistic semantic grammars. The semantic schemas produced by these grammars allow a deeper but robustly computable form of language understanding, sensitive to the relationships between words, and the metaphorical ways in which concepts are employed within language. While this proposal is at the leading edge of developing research, we assert that such technologies will be vital for achieving the ambitious goals of the AQUAINT program. 


We propose combining two sophisticated lines of natural language processing research to create an exciting new approach to language analysis. One line of research is that of probabilistic, corpus-based approaches to computational linguistics problems, as investigated for more than 10 years by Hearst and Manning. The goal is to extend statistical analysis work that has mainly been applied to  syntax analysis to developing methods for recognizing semantic relations among words.  We intend to do this by acquiring these relations from a using large text collections and existing lexical ontologies, such as MeSH and other processed language resources.  


The second line of research is the long-running investigation of the embodied basis of language semantics by Feldman, Narayanan and their students and associates. One goal of this research is the development of a computational, practical, and biologically plausible approach to representing the inferences required for and resulting from understanding natural language. This research produces universal, language-independent meaning representations as the results of language interpretation, and has a natural link to probabilistic graphical models for elaborating the consequences of what is understood. We will explore using these representations for performing inference. The key power of the semantic schema representation comes from exploiting linguistic research which shows that a relatively small number of language-independent semantic schemas can cover a wide range of queries and answers, including more abstract questions involving perhaps motives, reasoning, or pathways, of a sort which are ill dealt with by conventional information extraction systems. 


Initially semantics will be represented at two different levels for each of the two approaches, with the goal of combining the two in Phase II research. We plan to exploit semantic relations as an intermediate level between syntax and conceptual schema representations, useful as a pathway for analysis and learning. 


The innovative claims for this work consist of three main parts: identification of core semantic schemas across languages, transformation of syntactic dependency structures to semantic relational structures, and investigation of the application of probabilistic relational models to inferencing from semantic relations. 


The first goal is largely achievable from current theoretical work in cognitive linguistics; we will continue to develop this line of work in efforts to formalize and enumerate properties of image schemas and force dynamics, and the types of linguistic relations identified in the FrameNet project. One part of the proposed initial effort is to carry out the formalization of these semantic schemas to evaluate their applicability, coverage, and extension. As an early part of our work, we will examine the core semantic schemas in a number of languages including at least English, Chinese, Russian and German. We expect that there will be a relatively small number of semantic roles necessary to characterize the schemas in a language-independent way. So far we have completed an initial formalization of semantic schemas [1], linked it to the existing FrameNet ontology and to DAML+OIL [2], and illustrated the use of the formal schema representation in inference [3]. In current work, we are refining our initial formalization in interaction with linguists who are populating the core schema database. 


For the second goal of converting surface text into semantic concepts and roles, the main idea is to build from state of the art probabilistic syntactic parsing methods towards semantic representations. Syntactic representations will be used to identify dependency structures, and then we will use these structures as input to a machine learning system that can identify richer semantic relations. So far, on the syntactic side, we have been investigating the use of fast exact probabilistic parsing methods based on A* search techniques over a suitable hypergraph [4], rather than the standardly used inexact beam/best-first methods, and new parsing algorithms which factor apart syntactic and lexical conditioning. In order to explore models over deeper representational levels, we have been working with a preliminary version of the Redwoods treebank, an HPSG treebank which includes full logical forms [5]. We have done initial explorations with various models using PCFG and maximum entropy methods, and techniques of feature selection over various representations present in the treebank (phrase structure trees, derivational schemas, and semantic forms).


Preliminary results on application of simple, off-the-shelf supervised machine learning techniques to semantic role assignment for two-word noun compounds yielded encouraging accuracies, and suggest that more sophisticated algorithms should be quite successful at identifying semantic relations. One drawback of the approach is that it requires labeled training data, which can be tedious to create and often suffers from poor coverage. In recent work [6], we have designed algorithms that exploit the upper levels of a lexical ontology (MESH) to identify relations. Our results are promising, showing significant improvements over existing techniques for semantic role-assignment for two-word noun compounds. We are extending this  technique to cover more levels of the MESH ontology as  well as wider coverage ontologies (such as WordNet). We are also investigating its utility in dealing with more complex syntactic structures. 


For the third goal - advancing the state of the art in semantic interpretation and inference - we propose two approaches, corresponding to the two different levels of semantic representation mentioned above. The first is to extend the inferential capabilities of systems that use cognitive linguistic schemas. We have been using Bayesian belief networks and related graphical models as a primary inference engine. These have many advantages including the ability to deal with missing and uncertain data. These have worked extremely well in moderate sized cases, but do not scale to situations of the size and complexity needed here. We propose to evaluate a new methodology, Probabilistic Relational Models which appears to scale more successfully and, importantly, is designed to have a clean interface to large knowledge bases. The second approach is to apply probabilistic techniques to link information found across many different 


documents to address NLP problems such as coreference resolution. 
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