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PIQUANT

Practical Intelligent QUestion ANswering Technology
1. Introduction

As a primary focus of the PIQUANT project, IBM and Cycorp are working together to build a prototype system that incorporates Knowledge-based systems, NLP, planning, and traditional text-based IR, into an efficient integrated system and to explore how best to integrate and balance these various components.  

This combination of technologies opens up a vast design space that today is almost completely unexplored.  Key questions for the initial phase of this project include the following:

· What is the best balance between the KR system, structured databases, and unstructured text?  What knowledge should reside in each part of the system?

· How can we best take advantage of the KR system to enhance the value of the other knowledge sources?

· How much background knowledge is required for effective question answering in various domains, and how hard will it be to acquire and enter into the system?

· Will efficiency issues be a serious problem for the KB?

· How do we integrate and coordinate the various parts of a QA system?

· What kind of control structure (or strategy module or planner) will work best?

2. Research Objectives

The PIQUANT research objectives are focused specifically on the following areas:

1) The potential roles, integration and impact of structured knowledge based systems (e.g., Cyc) in question answering.  Specifically PIQUANT will explore the use of knowledge based systems to 

a. Provide answers directly to questions or their subparts and provide justifications

b. Eliminate “crazy answers”

c. Provide high-level knowledge for answer aggregation

d. Engage in a dialog for expanding terms for subsequent IR queries

2) Extensible QA architectures that facilitate the integration of independently produced knowledge sources, distinct answering agents that each may employ vastly different approaches to answering questions and pervasive confidence processing that learns over time the value of the relative performance of deployed answering agents and knowledge sources.

3) The use of a collection of declarative answering plans which are explicit descriptions of the steps to be taken to answer different questions types.  One of the functions of these plans is to decompose questions into simpler subquestions which themselves are associated with distinct plans.

4) Use of parallel solution paths, both to leverage multiple knowledge sources and multiple question classifications and decompositions.

5) Deeper linguistic analysis to aid in the evaluation of candidate answers based on matching semantic entities and syntactic relationships in the question and answer.

3. Progress Since AQUAINT Kickoff

3.1 Architecture Design

We have developed the PIQUANT architecture design to 

1) Support multiple answering agents, solution paths and knowledge sources.

2) Provide a central facility for uniform access to different knowledge sources based on a web-services infrastructure and knowledge source adaptation layer.

We have extended its implementation to include 5 new question plan modules (i.e., QPlans).

Our prototype implementation illustrates plan decomposition and the integration of multiple knowledge sources to answer questions of the form “What is the population of the capital of X”.  As part of this prototype we integrated Cyc to generate answers for capitals and populations. This allows us to answer questions we had previously missed.

We also integrated Cyc to demonstrate its use to do “sanity checking” (i.e., eliminate crazy answers).

3.2 Improved Ranking

We enhanced Answer Selection using deeper linguistic analysis to discover and match syntactic relationships between terms in question and terms in candidate answer passages.  

We demonstrated that this work improved the number of first-placed answers of 364 TREC9 questions for which the search engine returned at least 1 correct candidate answer by 7%.  

By searching the Encyclopedia Britannica as an additional text-based knowledge source,  we improved the number of first-placed answers another 2%.  See Table1: Performance Evaluation.
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Table 1: Performance Evaluation

4. Next Six Months

Over the next six months we plan to make progress in the following areas:

· Richer question-classification, plan development and execution

· Ontology synthesis and central management/access

· Richer and more robust integration of knowledge sources

· Answer Aggregation

· Answer Elimination

· Answer Generation

· Improve Answer Resolution 

· Confidence Processing

· Implementation Improvements (Speed, Modularity)
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