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1. Executive Summary

Question answering takes on a new dimension when both questions and answers may contain mixed media.  In particular, the saying a picture is worth a thousand words certainly applies to graphical data representations for comparative analysis, trend detection and related tasks.  This proposal addresses the use of graphical and tabular data as answers and questions to a Q/A system – a step towards more general pictorial and multimedia processing. Hence, we propose textual questions yielding graphical/tabular answers, as well as graphical/tabular queries yielding textual answers (or more graphical/tabular ones).

Pure textual Q/A has proven that a combination of hybrid techniques often yields superior performance over those using only conventional IR search at the passage level, as demonstrated in the FALCON system by Harabagiu et al.  That hybrid approach combines similarity-based IR, the use wordnet for query expansion or refinement, shallow-NLP, pattern recognition, named-entity extraction, abduction-based semantic reasoning and so on.  In contrast, there has been no comparable effort in extending these ideas to multimedia domains for Q/A, which is the focus of this proposal.

Given the modest magnitude of the proposed effort, we choose the domain -- macroeconomics in areas such as trade/balance, employment, manufacturing etc -- to focus on in this project, although our methodology and solutions are in principle more general. We are proposing methods for combining textual and graphic data, for graphical similarity matching, for cross-media semantic template filling, and for composing and presenting multimedia answers to the analyst. We expect the research outcome of this project to provide significant research insights into the problems in multimedia Q/A, an under-explored area in the current stage of research.

Consider, for instance, the question:

``What is the import-export trend over the past 10 years between US and China?''

Textual answers are likely to be uninformative or extremely tedious to read, even if perfectly and coherently generated e.g. ``In 1990 China exported XXXX to the United States.  In 1990 The United States exported YYYY to China.  The difference in favor of China was ZZZZ. In 1991 China exported ....''  A much better answer is a graph with both import-export lines and/or the trade surplus/deficit balance, perhaps augmented with a table for greater exactitude.

Next consider the case where the analyst wants to see if a similar trade balance pattern occurred for other countries, perhaps US-Japan in recent history.  The perfect query would be the graph itself, but with the countries and dates as variables.  This is precisely what we propose to do for graphical-and-textual question answering.

We propose to combine multiple methods, including question typing (via statistical classifiers and shallow-NLP as needed), information extraction into semantic templates, extraction of tabular and graphic data from documents (e.g. HTML web pages), analysis of graphs via statistical similarity metrics, wavelets and other methods, answer composition, and analysis of graphical questions – variablizing as appropriate.  Component and end-to-end system evaluations are proposed, the latter ideally with a practicing or retired analyst.

2. Innovative Claims

A broad range of technologies has been used in approaches to Q/A.  It has been shown that using a combination of hybrid techniques often yields superior performance over those using conventional IR search methods alone, as demonstrated in the FALCON system by Harabagiu et al. Those hybrid approaches to Q/A typically combine text-similarity based retrieval with wordnet-based question expansion or specification, shallow Natural Language Processing (NLP) for question type identification, pattern recognition (syntactic-clue based or statistic based) for extracting Named Entities (person/country/organization names) and phrases of locations, dates, dollar amounts, etc., and heuristic reasoning over discourse/dialog structures.  Most of those research efforts have been focusing on text materials, for both the questioning part and the answering part; in contrast, Q/A over multimedia materials has been an under-explored area.

By multimedia Q/A we mean that the question and/or the answer can have a non-text component, such as a graph or a table. For this proposal in particular, we focus on the kind of questions that can be better answered using tabular or graphic data, including for instance trend analysis of statistical observations over time, in combination with using conventional text retrieval, clustering and text mining techniques.  We choose the domain -- macroeconomics in areas such as trade/balance, employment, manufacturing etc -- to focus on in this project, although our methodology and solutions are in principle more general for a broader range of problems a similar nature.

Our innovative claims include:

1. A novel investigation in the Q/A literature of the use of trend analysis and graphical similarity in answering certain type(s) of important questions, such as ``What is the overall trend in the balance of trade between the US and mainland China?'' and ``Do similar cases exist in history, and if so, between which countries?''

2. A major extension of template filling as a framework combining text-based retrieval, graph-similarity based search and association based reasoning across        multimedia objects (names, tables, graphs).

3. A heuristic solution for the mapping between free and structured questions and answers via empirical associations across multimedia entities.

4. Results of a thorough evaluation of cutting-edge text mining and image processing techniques for extracting multimedia entities in cross-media Q/A and a new dataset for conducting such evaluations.

We expect the outcome of this project to provide significant research insights into the problems in multimedia Q/A, an under-explored area in the current stage of research.

3. Proposed Statement of Work (SOW)

1. We will design and implement a Web Crawler for collecting web pages from multiple web sites potentially relevant to questions in a significant application domain (International Trade in the Asian and Pacific region, for example).

2. We will design and implement a Table Finder and a Graph Finder, using syntactic and lexical clues in HTML/XML documents to extract tables, images, and the related information including the title of a table, the labels of the rows/columns, the units of measurement, the source of the information, the date of publication, and so forth.

3. We will construct a Page Filter by adapting our Nearest-Neighbor classification algorithm (a state-of-the-art method in text categorization to allow for adaptive training and the use of structured templates as well as unstructured documents.

4. We will design and implement a Table Finder and an Graph Finder, using syntactic and lexical clues in HTML/XML documents to extract tables, images, and the related text information including the title of a table, the labels of the rows/columns, the units of measurement, the source of the information, the date      of publication, and so forth.

5. We will design and implement a Phrase Learner using statistical patterns of syntactic and lexical clues in large document corpora (free-text or hypertext) to identify Named Entities (country names, person names, organization names, etc.), dates and locations, and common local usage patterns of multiple such clues, especially if they tend to co-occur frequently with the kind of table or graphs of interest.

6. We will design and implement a Query Recommender which extends our Nearest-Neighbor classification algorithm to allow a heuristic mapping from a new question to structured queries/answers in an accumulated Q/A log, not only based on direct word matching, but also based on empirical associations between words, names, tables and images in the Q/A log.

7. We will design and implement a Table Agent which displays numerical data in tabular form or graphical form using interpolated curves, and supports correlation analysis, trend comparison, and clustering among rows and columns of the table.

8. We will design and implement a Graph Agent which supports exact retrieval by image ID and similarity-based retrieval of graphical images (e.g., curves, histograms) via wavelet transfer or fractal analysis.

9. We will create a University Student datasets of tables/curves with manual annotation for evaluating our table and graph agents.

10. We will also prepare MUC datasets for evaluating our information exaction techniques.

11. We will develop an integrated system including the above components.

12. We will conduct evaluations at the 9th and 18th months.

13. We will develop a User Interface and provide a demonstration of it.

