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1 Overview

In this early phase of the project, BBN completed the following tasks:

· Annotated topics and their associated semantic categories on the Switchboard corpus.

· Developed an experimental framework for finding topics and their semantic categories from automatically recognized conversational speech,

· Trained BBN’s Identifinder to discover phrases belonging to semantic categories.

· Performed initial experiments for extraction of semantic categories using modest lexical resources,

· Performed a set of experiments labeling recognized speech with topic labels utilizing a speech recognizer trained with minimal resources,

· Preliminary work on was begun on integrating parallel language model into the Byblos speech recognizer

2 Approach

Our goal is to enable analysts to utilize conversational speech as a domain for providing answers to questions.  We want to maximize the information we provide relative to the amount of language resources available for system training and want a system that will operate with a wide range of resources.

The approach we are using we call Answer Spotting. This approach generalizes word and phrase spotting in that the speech recognizer finds not a word or a phrase but the appropriate semantically relevant language model and semantic categories that will provide that information to respond to a query.  In this approach the elements of providing the answer to the question are incorporated directly into the speech recognizer.  The decoding of the speech provides the most likely path through the collection of topic dependent language models and through the semantically relevant categories that are characterized by defined by collections of keywords and phrases.  The language models we implement are class grammars with the semantic categories playing the dual role of information providers as well as classes for data smoothing.

Post processing of the recognizer output puts together the discovered semantic components needed to answer the question.  This approach requires can work with a wide range of resources and doesn’t require resources for learning syntax (e.g., no Treebank).

3 Technical Progress

3.1 Annotation of Switchboard Data

The Switchboard corpus consists of about 230 hours of transcribed conversational speech over telephone lines with participants talking on about seventy topics.  We have selected a subset of the topics for the purpose of developing our technology.  They are: Buying a car, Credit cards, News media, Vacation spots and Music.  The amount of data varies from 30 to 60 conversations and each conversation is of 5 minutes duration.

For each of the topics a set of semantic categories was defined as well as set of keywords and phrases that define the category. At least 5 categories were selected for each of the topics.  In Table 1 below we illustrate the semantic classes and some of the keywords and phrases for the topic: Buying a Car.
Table 1. Topic: Buying a Car

	Semantic Classes
	Example words/phrases


	Make/Manufacturer

	BMW, Ford, Saab



	Model
	Taurus, Passat

	Class
	Van, wagon, sports car

	Year/Timeline
	Used, new, 1968, couple of years old



	Place of origin

	American, Japanese, European



.

3.2 Initial Experimental Results

During this first stage of the program we have begun to perform experiments with our annotated data. We consider two modes in terms of available resources.  In one mode we have modest resources and another mode where the resources are rather limited.  In the former mode we can expect word error rates on the order of 30 % to 40% when running in real-time.  This mode requires training data for the purposes of recognition of at least forty or more hours.  In the limited resource case we are considering that we have only several hours of transcribed audio from the topic of interest although there may be untranscribed data available.  The word error rates in this situation can exceed 60%.

To carry out the initial experiments we have implemented a baseline system in which the topic specific language modeling and semantic category/class analysis follows the recognition and the recognizer is built with a tri-gram language model from all the available data.  For the moderate amount of data mode the challenge is the finding the information in the semantic categories.  Topic classification is the same as from text.  To find the phrases from the relevant semantic categories from the automatically transcribed speech we trained BBN’s Identifinder on the semantic categories.  

                                                            Manually Transcribed                                               

	Topic
	F-measure

	Credit cards
	77.28

	Buying a car
	85.64

	News media
	73.62


                                                       Automatically Transcribed

	Topic
	F-measure

	Credit cards
	60.44

	Buying a car
	65.49

	News media
	59.22


Table 2. F-measures for semantic categories on manually and automatically transcribed data.

These initial results show that there is still a significant ability to recover the semantic category information after speech recognition.

Our initial experiments with limited training data were only for topic information.  We created “diffuse topic” which were an agglomeration of 3 to 10 topics since the results for individual topics was near perfect.  The diffuse topics created a challenge that enabled us to explore a variety of techniques for improving performance.

3.3 Technology Transfer

Under a different government contract we have delivered the system for finding topics with limited training to a government agency.

4 Work for the Next Period

We will work on replacing the baseline system with one having topics and semantic categories integrated into the recognizer.  The results for limited training need to be extended to include semantic categories.  Since our results depend on the word error rates of the recognizer we need to explore the nature of this dependence.  Work will begin on the demo system and we need to include confidence measures to characterize our belief in the topics selected as well as the keywords and phrases.
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