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BBN proposes developing a comprehensive question answering system.  We propose replacing bags of words as the core of interpretation by an entity-relationship model for question understanding and interpretation, determining the answer, and formulating and presenting the answer. We will investigate all of the cross cutting / enabling technologies except advanced reasoning and sharable knowledge sources, where we will use available resources.  The effort focuses on English news text.  

Vision.  Our vision is to create an automatic question answering (QA) assistant for analysts, an assistant that is fluent in many languages and that tirelessly assimilates source content of all types (text, audio, video, images, data bases, knowledge bases, and WWW), identifies and stores all entities and relations mentioned, understands an analyst’s question in context, recalls/finds all relevant entities and relations, determines the answer, and presents the answer in the form most helpful to the analyst.  (See the figure below.)
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Four recent developments suggest a new approach to QA with high payoff.  First, statistical learning algorithms produced breakthroughs in language independent linguistic processing in name finding (Bikel, et al., 1999) and in parsing (Magerman, 1995, Collins, 1997).  Second, Harabagiu, et al., (2000) has shown that linguistic processing such as parsing and semantic representation can greatly outperform representations based on bags of words and names in answering factoid questions.  Third, statistical learning algorithms coupled with knowledge bases (Ramshaw, et al., 2001) are poised for a breakthrough in detecting and tracking entities across documents.  Fourth, a new community standard is emerging for shallow semantic representation based on work at BBN, MITRE, New York University, and the University of Pennsylvania, including training data for statistical learning algorithms.

Approach.  Our approach is to interpret all source documents and questions, not as bags of words (the current dominant representation), but as entities and relations, a deeper representation which is dominant in databases and knowledge bases.  

Based on a new standard developed under the ACE program, entities are neither words nor names, but rather represent the underlying person, organization, facility, geo-political unit, or location described.  All names and descriptions of entities across documents and sources will be connected.  This will allow automatic correlation of all information about each entity and automatic updating of database profiles of the entity by what is being reported/said about them.  For instance, the same entity may be described as George W. Bush, President Bush, Gov. Bush, the former governor of Texas, etc. depending on the author, source, and time of the report.  This entity is distinct from his father who is described variously as George Bush, President Bush, the former president, etc.

A new standard for (shallow) semantic representation (propositions) has also emerged from ACE.  Propositions capture the relations in text independent of the syntactic structure of the input but retain all the terminology of the original.  Extracting the propositions in text (and in questions and answers) will support a much deeper level connecting the relations expressed in multiple sources.  Below are statements from three different sources on April 13 that can be linked based on the propositions expressed in each, even though only the words China and crew appear in all three. 

· (MSNBC) China said Wednesday it would free the crew of a U.S. spy plane …
· (NYTIMES) China agreed today to release 24 detained American crew members.
· (BOSGLOBE) The United States and China have reached an agreement for the release of the American spy plane crew.
Together, these two newly emerging community standards (entity tracking and proposition recognition) comprise an entity-relationship (E-R) model.  Since E-R models are the common representation of databases, knowledge bases, and advanced reasoning components, this new representation for text is ideal for understanding questions, determining answers, and formulating answers.  

In our proposed approach, cross-document entity detection and tracking (CEDT) will correlate all information about entities whether in text or databases.  Relations will be captured in propositions which represent meaning at a shallow level that maintains the semantics of the author; proposition linking will connect related concepts, statements, and descriptions.  The resulting system will have the following characteristics:

1. Answers need not be in the same passage or even in the same sources because entity tracking and proposition linking will automatically correlate all related information.  

2. CEDT and proposition recognition will partially normalize both the question and text sources into a shallow semantic representation, a shallow understanding of both the question and the text.  The same process for linking propositions and entities in sources can link questions to sources and to related questions in earlier sessions.  

3. The system will improve as the entity-relationship database becomes denser.  At the start, lexical resources, such as WordNet, will define standard synonyms.  Users and system administrators will be able to define terminology of particular importance by example.  As information about entities accumulates, the system will become smarter in recognizing entities.

4. Since propositions maintain the relatively fine-grained semantics of the author at an entity-relationship level, they provide a basis for detecting inconsistent information.  

5. A probability will be estimated for all steps, from the propositions in the text through advanced reasoning.  Using a threshold settable by the system administrator (or the user), the system will be able to detect when it can find no answer sufficiently likely. 

6. An entity-relationship model underlies the representation in databases, knowledge bases, advanced reasoning, and text.  Thus, information in text, knowledge bases, and databases can be merged.  

7. Information in an entity-relationship model forms the basis of the answer and may be presented in many ways, e.g., a list, a table, a network, maps (for geographically located relations), timelines (for temporal relations), or text.

Expected outcomes.  We expect to provide: 

· A new level of content representation corresponding to the entities and relations among them that supersedes the current dominant level of words and names only,

· Highly accurate interpretation of questions and text in terms of that content representation,

· Accurate and robust matching between questions, text, and databases using that content representation and a growing set of definitions by example,  

· Handling of large volumes of data through straightforward parallel processing:  each incoming document can be assigned independently to any available server

· Components and their API’s will be available to other sites through no cost license agreements.
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High Level Architecture and Objective of Phase I Effort
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