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Abstract 

We propose a probabilistic methodology for developing improved load factors in standard provisions for wind loads, and use it to examine: 
the cause of the discrepancy noted in the 1980s between estimates of safety indices for wind and gravity loads; the relative magnitude of load 
factors for hurricane and non-hurricane regions; and the effect of the length of wind tunnel pressure records on the estimation of peak wind 
effects. According to our calculations, (1) the discrepancy between estimates of safety indices for gravity and wind loads is an artifact that can 
be removed by using current knowledge on probability distributions of extreme wind speeds; (2) the disregard in the ASCE 7-98 Standard of 
(a) knowledge uncertainties, and (b) errors inherent in the limited number of climatological data on which hurricane wind speed simulations 
are based, leads to incorrect wind load factor estimates; and (3) increasing beyond 30 min or even 20 min the length of pressure records used 
for the estimation of fluctuation peaks appears to have a relatively small effect on estimates of overall wind effects. We outline future research 
on wind directionality, sampling errors in the estimation of peak wind effects, and the use of probabilistic descriptions of wind effects and 
structural capacity to estimate probabilities of occurrence of nonlinear limit states, including structural collapse. 0 200 1 Elsevier Science 
Ltd. All rights reserved. 
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1. Introduction 

The estimation of wind loads and of the reliability of 
wind-excited structures has been investigated extensively 
during the last few decades. However, a number of impor- 
tant issues remain unsolved and warrant examination and 
debate: 

1. According to the methods used by Ellingwood et al. [l], 
estimates of safety indices for structures designed in 
accordance with the ASCE 7 Standard and its predeces- 
sors are considerably lower for wind than for gravity 
loading. One of the aims of this paper is to consider 
this issue and propose a correction to those methods. 

2. In the ASCE 7-95 Standard and its predecessors, wind 
load factors specified for hurricane effects are the same as 
those specified for extratropical storm effects. According 

* Corresponding author. Tel.: + 1-301-975-6076; fax: + 1-301-869-6275. 
E-mail address: simiu@nist.gov (E. Simiu). 

to statistical analyses in which estimation uncertainties 
were not accounted for, risk consistency requires that 
wind load factors be significantly larger for hurricane 
winds than for extratropical winds [2]. This finding was 
taken into account in the ASCE Standard 7-98 [ 3 ] .  
However, in that Standard load factors are calculated as 
the ratio between point estimates of 500 and 50-yr wind 
loads, without accounting for knowledge uncertainties. 
In this paper, we perform estimates of load factors that 
take such uncertainties into account. 

3. Wind load peaks are based in the ASCE 7-98 Standard 
and its predecessors on records taken in the wind tunnel 
over periods equivalent to 1 h in full scale. Wind tunnel 
operators sometimes specify peaks based on records 
longer than 1 h - in some instances as long as tens of 
hours. However, it may be the case that record lengths of 
1 h or even less, say 30 or 20 min, are sufficient, at least 
for codification purposes. It is therefore in order to exam- 
ine the extent to which the record length affects the esti- 
mates of wind effects when knowledge uncertainties are 
duly accounted for. 
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In this paper, we discuss these issues within a prob- 
abilistic framework. It is not our intention to present 
definitive results: some parameters and models require 
additional research and should be based on a consensus 
yet to be established. Rather, we wish to develop an inves- 
tigation tool - with an attendant set of computer programs 
- that is transparent and simple to use, and to present 
results that, in our opinion, shed useful light on reliability 
issues related to wind loading. The main motivation for 
this work is to achieve standard provisions for wind 
loads that are more realistic and risk-consistent than current 
provisions. 

Our investigation is limited to structures that do not 
experience significant wind-induced dynamic amplification 
effects. In Section 2 we describe the physical and probabil- 
istic framework used in our investigation. We then use this 
framework for the following purposes. First, we wish to 
examine the finding by Ellingwood et al. [ I ]  that their esti- 
mates of the safety indices inherent in the ASCE Standard 
and its predecessors are significantly lower for wind than for 
gravity loads. We do so by investigating the role of the 
assumed distribution of the extreme wind speeds in the esti- 
mation of load factors. Second, we report estimates of hurri- 
cane wind load factors that take knowledge uncertainties 
into account, and show that they reinforce earlier findings 
that, to ensure risk-consistency, wind load factors must be 
significantly larger for hurricane-prone regions than for 
regions not subjected to hurricanes. Third, we examine the 
role of the length of the wind tunnel record of fluctuating 
wind effects on the estimated magnitude of estimated peak 
wind effects. Fourth, we examine the sensitivity of our load 
factor estimates to changes in the variabilities of the uncer- 
tainty parameters on which the estimates are based. Fifth, 
we briefly discuss three topics for which further research is 
needed: the use of simulations to estimate peaks and 
sampling errors in the estimation of peaks, the role of 
wind directionality, and the use of probability distributions 
of wind effects and structural capacities to estimate prob- 
abilities of structural collapse and other limit states invol- 
ving structural nonlinearities. The paper ends with a set of 
conclusions. 

discussed in Section 6). We use the model 

0 

2. Probabilistic modeling of extreme wind effects 

2.1. Wind effect model 

We denote by Fpk(T, N )  the peak wind load effect with an 
N-yr nominal mean recurrence interval, occurring in the 
prototype subjected to the action of a storm with duration 
T .  The time interval T can be, say, 20, 30 min, 1 h or longer, 
and the storm is assumed to induce wind loads that may be 
assumed to be a statistically stationary process. The nominal 
mean recurrence interval can be, say, 50, 500 or 10,000 yr, 
and corresponds to wind speeds estimated without account- 
ing for wind directionality effects (these are briefly 

where p is the air density, which is sufficiently well known 
that no uncertainty is usually associated with its value; 
Cpk(r) is the peak factor for the fluctuating wind effect 
(e.g. bending moment, shear force, axial force, displace- 
ment) induced by the storm. It is associated with the largest 
peak wind effect occurring during time r. The peak factor is 
a random variable that will be discussed subsequently; 
V(r,Hae,,z,,N) is the wind speed at reference height 
Haero, averaged over the time interval r. The nominal 
mean recurrence interval of the wind speed is N ,  in years, 
and the roughness of the terrain that characterizes the site 
upwind of the building is zo. Ha,,, is commonly, but not 
necessarily, chosen to be the top of the building or the 
eave height; a, b, c are random variables associated with 
imperfect knowledge (‘epistemic uncertainties’), as 
opposed to randomness inherent in a variable (‘aleatory 
uncertainties’). For example, the terrain roughness is 
usually known with some uncertainty, whereas the wind 
speed and the peak value of a fluctuating random process 
are inherently random variables. Unless otherwise indi- 
cated, all uncertainty variables, including a,  b, c will be 
assumed to have truncated normal distributions with mean 
unity. The parameters a, b and c are defined as follows: 

a reflects aerodynamic errors inherent in the wind tunnel 
being used (results of wind tunnel tests may depend upon 
the specific wind tunnel facility in which the tests are 
conducted); 
b reflects aerodynamic errors due to (a) the use of wind 
tunnel rather than full-scale measurements, and (b) the 
imperfect calibration of wind tunnel to full-scale data; 
c reflects errors in the transformation of aerodynamic 
effects into stresses or other structural effects. 

2.2. Wind speed model 

The wind speed is estimated by using: 

measured or simulated wind speed data at the standard 
meteorological elevation Hmet (e.g. 10 m above ground) 
in open terrain with standard roughness zol (e.g. 
zol = 0.05 m). The averaging time T for the wind speed 
data varies. In the ASCE 7-98 Standard the interval T = 
3 s is used. Simulated hurricane wind speed data avail- 
able in NIST public files (accessible as indicated in 
Ref. [4]) and based on the work of Batts et al. [5]  are 
averaged over one minute. From these observed or 
simulated wind speed data, point estimates can be 
made of wind speed data with various mean recurrence 
intervals. The estimation methods are described sub- 
sequently, as are estimation methods for the sampling 
errors corresponding to winds with N-yr mean recurrence 
intervals. The estimates are also affected by observation 



F. Minciarelli et al. / Probubilistic Engineering Mechanics 16 (2001) 331 -340 333 

errors, modeled by the uncertainty factor q, which, as 
noted earlier, is assumed to be normally distributed 
with mean unity. 
conversion factors r to account for wind speed averaging 
time. To obtain wind speeds averaged over time T ,  wind 
speeds averaged over time T are multiplied by the factor 
r(T, 7). While, like all our uncertainty variables, we 
assume r to be normally distributed, its mean is not 
unity. Rather, the means of the variable r(T,  T = 1 h) 
are obtained from [6] as functions of T (see also Ref. 
[7], Chapter 2). For example, for T = 3 s, Mean[r(T = 
3 s, t = 1 h)] = 0.65, that is, the 1-h average is 0.65 times 
the 3 s peak. If T = 20 min and 30 min, the information 
provided by Durst yields the following means of r: 

Mean[r(T = 3 s,t = 20 rnin)] = 0.66 

Mean[r(T = 3 s, t = 30 min)] = 0.655. 

Factors converting wind speeds averaged over 1 h (or, 
e.g. 30 or 20 min) say, over open terrain with roughness 
zol at the standard meteorological elevation Hmet to mean 
hourly wind speeds at the aerodynamic reference eleva- 
tion Ha,,, over the terrain with roughness zo upwind of the 
building. These factors are yielded by (a) the logarithmic 
law and (b) the relation between wind speeds in different 
roughness regimes ([7], pp. 42,48), and are functions of 
the roughness lengths zO1 and zo. (Effects of terrain fetch 
that may be insufficient for the full development of the 
boundary layer upwind of the building, or of escarpments 
or hills, are not dealt with in this paper). We denote by u 
and s the random variables, again assumed to be normally 
distributed with mean unity, that reflect the uncertainties 
with respect to the actual values of zol and zo. The follow- 
ing approximate expression is obtained: 

V(  7, Ha,,, 3 zo 3 N) 

= UH[(SZ,) / (UZ,I  ) I ' ~ T ,  T)V(T ,  Hmet, ~ 0 1 ,  N )  

X {In ffaerol(~zo1) I/{ In Hmet/(szo) I (2) 

where the exponent 6 = 0.0706 in the relation between 
wind speeds in different roughness regimes may be 
assumed to have negligible variability, and 
V(T,  Hnlet, zol , N) denotes the estimated wind speed 
with a mean recurrence interval N, averaged over time 
T, at elevation Hmet above open terrain with roughness 
length zOl. The factor uH in Eq. (2) reflects the uncertainty 
with respect to the applicability of this model to hurri- 
cane wind speeds, which differ to some extent from 
extratropical wind speeds. For extratropical storm 
winds the factor uH is, by definition, unity; for hurricane 
wind speeds its mean and coefficient of variation are 
assumed to be unity and 0.05, respectively. 

It is assumed throughout that, the quantities involved in 
the calculation of wind effects are estimated on the basis of 

sound information, for example, information obtained from 
wind tunnels that meet standard performance criteria and 
are calibrated against dependable full-scale test results; or 
information obtained from certified weather stations. Gross 
errors or information based on substandard sources of infor- 
mation are not accounted for in our uncertainty model. 

2.3. Estimation of wind speeds V ( T ,  Hmet, zOl ,  N )  with a 
mean recurrence interval N 

Denote the mean and the standard deviation of the sample 
of extreme wind speeds by E(X) and s(X), respectively. The 
Extreme Value Type I distribution and its inverse (the vari- 
ate corresponding to a mean recurrence interval N in years) 
are 

xI(N) = p - oln(-ln(1 - UN)). 

The reverse Weibull distribution and its inverse are 

0 = us(x)/[r(l + 2/79 - T2(1 + l/y)J1/2; y = - 1/K.  ( 5 )  

(6) 
In Eq. ( 5 ) ,  y (or K )  is the distribution's tail length 

xIII(N) = p - rr[ln( 1 - 1/N)] ' I y .  

parameter . 

2.4. Sampling errors in the estimation of extreme wind 
speeds 

The mean E(x) and the standard deviation s(x) must be 
estimated from an n-yr record { xl, x2, . . . , x , ~  } of the extreme 
wind speeds. For example, 

[S(x)121 = ; ( X k  - B(x))2 
k= 1 

(7) 

The resulting estimate of the wind speed of average return 
period Nyr is 

( 8 4  & = b(x) + a(N) i (x) .  

where 

a(N)  = -0.779697 In(-In( I - I/N)) - 0.450053 

for the E.V. Type I distribution, and 

a(N) = r(l + l/y)ln(l - UN)] '/y/[I'( 1 + 2/y) 

(8b) 

(8c) 

for the reverse Weibull distribution (Eqs. (4) and (6)). 
The value of i,,, is uncertain because the estimates 

(h(x), S(x)) of (E(x), s(x)) are random variables whose 
variance depends on the sample size n. The mean and 

- r(l + l/y))] 
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variance of ZN can be approximated by [8,9] 

Mean[ZN] == E(X) + s(X)a(N)[(n - l)/n]’” (9) 

where y3  and y4 denote the coefficients of skewness and 
kurtosis of the distribution FI or FIII (Eq. (3) or Eq. (5)) .  

For hurricane-prone regions, the estimates of extreme 
wind speeds are obtained by using the peaks over threshold 
approach. Sampling errors are estimated on the basis of the 
numbers of data that exceed the respective thresholds. 
However, it should be remembered that the data themselves 
are obtained by Monte Carlo simulation on the basis of 
information on relevant climatological parameters: pressure 
differences between the edge and the center of the hurricane, 
the radius where hurricane wind speeds are highest and the 
translation velocity of the hurricane. This climatological 
information is based on records of about 100 yr, correspond- 
ing to a total number of hurricanes at a particular location of 
about 50 (depending upon geographical location). There- 
fore, the climatological information on which the simulated 
hurricane data is based, is itself subjected to sampling 
errors. The effect of these climatological sampling errors 
on the estimated extreme wind speeds based on simulated 
data was studied in Ref. [lo]. According to those studies, the 
coefficient of variation of the sampling errors in the estima- 
tion of the 50-yr wind speeds is typically of the order of 
0.10. For 500-yr wind speeds, we assume that the coefficient 
of variation of the climatological sampling errors is 0.125. 
The total sampling error therefore depends upon the thresh- 
old, and is obtained in all cases by noting that the total 
variance of the sampling error is equal to the sum of the 
variance associated with the size of the simulated data 
sample used in the analysis, and the variance associated 
with climatological parameter uncertainties. 

2.5. Peak factors c p k  

The distribution of the peak value Cpk(7) can be approxi- 
mated as follows: 

is the upcrossing rate of the threshold x per unit time, cri is 
the standard deviation of the process i, the symbol - denotes 
differentiation with respect to time, and - 1 denotes ‘inverse 
of‘. The distribution FIF,7 can be used to calculate the mean 
and variance of Cpk. 

If X(t)  represents an internal force (e.g. the bending 
moment at a particular cross-section of a frame), its 
marginal distribution and covariance function can be esti- 
mated from a wind-tunnel record of that force. These two 
properties define completely the model of Eq. (1 I), since 
they determine the memoryless transformation g(Z(t)) and 
the covariance function l (w)  ([9], pp. 44-53). 

Because the peak load effect given by Eqs. (12)-(14) 
depends on the marginal distribution and the covariance 
function of x ( t ) ,  c p k  will depend on the particular sample 
considered in the analysis and on its size. In general, no 
closed form expressions are available for the estimation of 
the sampling errors in the estimation of Cpk. It is, however, 
possible to estimate these errors from numerical simula- 
tions. This topic will be briefly discussed in Section 6. 

The calculations performed in this paper were based on a 
42-h record of wind-induced bending moments at the knee 
of a typical low-rise industrial building steel frame, 
provided by Dr M. Kasperski of Bochum University. The 
largest peak normalized with respect to the r.m.s. for the 42- 
h record was 6.5. The normalized mean of the peaks for the 
1-h records was 5.00, with a C.O.V. = 0.09. For the 30 and 
20-min records, the mean and C.O.V. were 4.6, 0.10 and 4.4, 
0.1 1, respectively. 

3. Wind load factors 

All results in this section were obtained by Monte Carlo 
simulation, the number of samples in each simulation being 
n, = 2,000. 

Consider a non-Gaussian process 
3.1. Regions not subjected to hurricane winds 

where FIF denotes the marginal distribution of the process, 
@(Z) denotes the distribution of a Gaussian variable 
with zero mean and unit variance and Z(t)  is a stationary 
Gaussian process with zero mean, unit variance and covar- 
iance function J(w) = E[Z(  ~ ) 2 (  T + w)]. 

Denote the peak value of the internal force during the 
interval (0, T) by 

The wind load factor is defined in the ASCE 7-98 Stan- 
dard as the square of the ratio between the point estimate 
(the 50 percentile) of the 500-yr wind speed and the point 
estimate of the 50-yr wind speed, both estimates being based 
on the assumption that the extreme wind speeds are best 
fitted by the Extreme Value Type I distribution. The 
ASCE 7-98 Standard further specifies that the structural 
member experience the state associated with strength design 
under the wind effect consisting of the 50-yr wind effect 
times the load factor so defined (see ASCE 7-98 Standard 
Commentary, p. 114). 
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Table 1 
Basic set of means and standard deviations of the uncertainty parameters, 
assumed to be normally distributed 

~ 

Uncert. param. a b c s u q  r 

Mean 1 1 1  1 1 1  See Section 2 
Coeff. of var. 0.05 0.05 0.025 0.1 0.1 0.025 0.05 

The ASCE 7-98 definition does not account for the errors 
and uncertainties in the estimation of the various quantities 
that determine the wind effect (terrain roughness, peak wind 
speed, factor converting of peak wind speed to reference 
hourly wind speed used in aerodynamic testing and so 
forth). These errors and uncertainties are considerable, and 
disregarding them results in unrealistic estimates. In fact, 
Ellingwood et al. [ l ]  specifically accounted for errors and 
uncertainties in their estimates of safety indices. If it is 
assumed that wind speeds are more realistically described 
by a finite-tailed than by an infinitely-tailed model, it might 
then be argued that using an infinitely-tailed probabilistic 
model for the wind speeds instead of a finite-tailed model 
compensates for the failure to account for errors and uncer- 
tainties. However, there is no scientific reason to support the 
view that this is consistently the case. 

We therefore define wind load factor as follows. As in 
the ASCE 7-98 Standard, we assume that the wind effect 
for strength design (corresponding, e.g. to the attainment 
of the yield stress by a cross-section's most stressed fiber) 
is induced by a wind speed with a 500-yr mean recurrence 
interval (ASCE 7-98 Standard Commentary, p. 114). Owing 
to errors inherent in the estimates of wind effects, we do 
not consider the point estimate of the 500-yr wind effect 
in our definition of the load factor, since there is a chance 
of approximately 50 percent that the true 500-yr wind 
effect would be larger than the point estimate. We consider 
instead a higher than 50 percentile. Noting that, in the 
development work for the ANSI A58 Standard, the pre- 
decessor of the ASCE 7 Standard, Ellingwood et al. [ l ]  
considered the 90 percentile for the estimates of 50-yr 
wind effects, we choose to define the wind load factor as 
follows: 

LF = Fpk(N = 500-yr, 0.9)/Fpk(N = 50-yr, 0.5) 

where 0.9 and 0.5 denote the 0.9 percentage point and the 
0.5 percentage point, respectively. In other words, multiply- 
ing the point estimate of the 50-yr wind effect by the esti- 
mated load factor LF yields the 90 percentile of the 500-yr 
wind effect. This definition is reasonable and useful for the 
purpose of our investigation; it is not normative, however, 
and consensus might be reached on alternative definitions. 

The load factor estimates depend upon the probability 
distribution of the extreme wind speeds assumed in their 
estimation. The Type I distribution of the largest values 
(the Gumbel distribution) was until relatively recently 
universally believed to be a correct probabilistic model of 
the extreme wind speeds. A significant body of research 

conducted following the development in the 1970s of 
modern extreme value theory and approaches, including 
peak-over-threshold methods, strongly suggests that 
extreme wind speeds are better fitted by Type I11 distribu- 
tions of the largest values (reverse Weibull distributions) 
which, unlike the Type I distribution, have bounded upper 
tails [ 11-13]. We performed Monte Carlo simulations for 
estimating load factors LF by using first the Extreme Value 
Type I distribution and then the reverse Weibull distribu- 
tion, all other assumptions and parameters being the same. 
Sampling errors in the estimation of the extreme wind 
speeds, and peak values and sampling errors in their estima- 
tion, were estimated as indicated in Sections 2.4 and 2.5. 
The basic set of parameter values used in the calculations is 
listed in Table 1. 

In addition, in our basic calculations it was assumed that 
the roughness lengths are zo = 1.00 m and zol = 0.07 m 
(For other values used in the calculations, see Section 5.) 

In our opinion, the assumption that the uncertainty para- 
meters are normally distributed, though not exact, is reason- 
able, as are the values of the means and standard deviations 
listed in Table 1. A calibration of these values against the 
value of the load factor believed to be reasonable on 
the basis of past practice can be performed, depending on 
the results of the calculations. 

First, we discuss briefly the influence on the results of the 
calculations of the assumed probabilistic of the extreme 
wind speeds. The results showed that estimated load factors 
are significantly larger if an infinite-tailed model (EVI), 
rather than a finite-tailed model (RW), is used for the distri- 
bution of the largest wind speeds. For example, for the 
parameters of Table 1, if the sample coefficient of variation 
of the extreme wind speed data is c.0.v = 0.15, then LF = 
1.55 under the assumption that the reverse Weibull distribu- 
tion with tail length parameter K = -0.2 is valid, and LF = 
1.90 under the assumption that the Extreme Value Type I 
distribution is valid. (The tail length parameter K = -0.2, 
while not universally valid, is usually a reasonably conser- 
vative approximation for most stations - see Ref. [12].) 
These results are typical. 

Under the assumption that the extreme wind speeds have 
a reverse Weibull distribution (see Refs. [ 1 1 - 13]), it follows 
from our results that load factors based on the Type I 
Extreme Value distribution are significantly overestimated. 
Therefore, in our opinion, the reason for the low safety 
index estimates for wind loading obtained by the procedure 
used in [ 11 is the use in that procedure of the assumption that 
extreme wind speeds are best fitted by the Extreme Value 
Type I distribution - an assumption consistent with the 
1970s state of the art in extreme value applications to 
wind speeds. We note that, using this assumption for the 
estimation of wind speeds with relatively short mean recur- 
rence intervals (50 yr, say) is, by and large, acceptable. The 
assumption becomes onerous if it is used for long mean 
recurrence intervals, such as those associated with strength 
design or ultimate structural capacity. 

' 
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Note that the load factor specified in the ASCE 7-95 
Standard for non-hurricane winds is 1.3, after multiplication 
by the wind direction reduction factor, assumed in the Stan- 
dard to be 0.85; before reduction the load factor is 1.3/ 
0.85 = 1.53 (i.e. close to our calculated value corresponding 
to the reverse Weibull assumption, LF = 1.55). The ASCE 
7-95 value of the load factor was based on engineering 
judgment and experience, rather than on safety index calcu- 
lations reported by Ellingwood et al. [ 11 (as was mentioned 
earlier, these were performed before modern extreme 
value distribution theory became widely applied - see, e.g. 
Ref. [14]). We note the agreement of our estimated value 
with the ASCE 7-95 value. We also note that the value 1.53 
was augmented in the ASCE 7-98 Standard (p. 4, Section 
2.3.2) to 1.361 0.85 = 1.6 (rather than being 1 S, as is 
indicated erroneously in the Commentary to the Standard, 
see ASCE 7-98, p. 114). This augmented value is still 
approximately consistent with our calculated value LF = 
1.55. The reason for this consistency lies in our choice of 
uncertainty parameters, which as we suggested earlier, 
appear to be reasonable. However, should it be considered 
necessary to use different uncertainty parameters, the 
estimated value of the load factor would change to some 
extent. The sensitivity of the results to parameter changes is 
discussed in Section 5. 

3.2. Regions subjected to hurricane winds 

We performed simulations with the basic set of uncertainty 
parameters of Table 1, using the 999 simulated T = 1 rnin 
hurricane wind speeds for a northwestern Florida coast loca- 
tion, developed by Batts et al. [5] and available in a public 
electronic file (the identifier of the data set in the electronic 
file is ‘milepost 1100’). Simiu and Heckert [ 121 and Simiu, 
Heckert and Whalen [2] reported that hurricane wind speeds 
are best fitted by reverse Weibull distributions for which it is 
reasonable to assume tail length parameter K = -0.2, say, 
and that estimates of coastal hurricane wind speeds with 
mean recurrence intervals of 50 to 2,000yr based on this 
assumption are consistent with estimates obtained indepen- 
dently by other authors (e.g. Refs. [7], p. I 17. For this reason, 
in our simulations, the distribution fitted to the extreme wind 
speeds was reverse Weibull with tail length parameter K = 
-0.20. The distribution parameters were found by using Eq. 
( 5 )  and the peaks over threshold method. Sampling errors in 
the estimation of the extreme wind speeds, and peak values 
and sampling errors in their estimation, were estimated as 
indicated in Sections 2.4 and 2.5, respectively. The basic 
set of parameter values used in the calculations is listed in 
Table 1. 

For the mean hourly wind speed thresholds 19.4, 21.4, 
23.3, 25.3 and 27.2 m/s (sample sizes 233, 172, 136, 100 
and 77, respectively), the load factors obtained by simula- 
tion were, respectively, LF = 2.14, 2.13, 2.13, 2.15, and 
2.21. The hurricane load factor LF = 2.14, say, should be 
compared with the load factor LF = 1.55 obtained, with the 

same set of uncertainty parameters, for extratropical wind 
speeds with coefficient of variation cov = 0.15, assumed to 
be best fitted by the reverse Weibull distribution with K = 
-0.20. (Note that the Extreme Value Type I distribution, 
which as indicated earlier, has been assumed to be an appro- 
priate distributional model for wind speeds in non-hurricane 
regions, has to our knowledge never been considered applic- 
able to hurricane wind speeds.) As was indicated earlier, the 
result that load factors for hurricane-prone regions are larger 
than for non-hurricane regions is not new, and was taken 
into account in the development of the ASCE 7-98 Standard. 
The methodology presented in this paper allows, in our 
opinion, a more realistic estimation of the load factors, 
which takes into account the various uncertainties discussed 
in this section. As is the case for non-hurricane regions, 
uncertainty parameters that differ from those chosen here 
can be used in the estimates. 

The mean and standard deviation of the data sets that 
exceed the 20.7 m / s  threshold are 25.3 and 4.87 d s ;  for 
the 22.8, 24.87, 26.95 and 29 m / s  thresholds, they are (27, 
4.5 d s ) ,  (28.3, 4.25 d s ) ,  (29.8, 3.9 m/s) and (30.9, 3.8 m/ 
s). Results of sensitivity studies are presented in Section 6. 

4. Influence of length 7 of time series of pressures 
recorded in the wind tunnel 

Estimates of wind effects depend upon the length r of the 
time series of the pressures recorded in the wind tunnel. This 
dependence is of interest insofar as unduly long recording 
periods might create data storage problems for aerodynamic 
databases on buildings with a large number (say, hundreds) 
of pressure taps - see Ref. [2]. On the one hand it is 
desirable that the length of the time series r of the pressures 
recorded in the wind tunnel be as short as possible. This 
would be convenient for both data storage and data proces- 
sing reasons. On the other hand, a length 7 that would be too 
short would cause unacceptable sampling errors in the esti- 
mation of extreme wind effects. 

We performed simulations for three cases: r = 1 h, r = 
30 min and r = 20 min. As mentioned in Section 2.5, the 
respective means and standard deviations of the peaks were 
taken to be equal to their averages over 42 1 h sets, 84 
30 min sets and 126 20 rnin sets of time histories extracted 
from the 42-h long records of the wind-induced fluctuating 
moment at a frame knee mentioned earlier. For 7 = 1 h, r = 
30 min and T = 20 min the mean and standard deviation of 
the peak factor were (in non-dimensional units), 5.00 and 
0.45,4.6 and 0.46,4.4 and 0.48, respectively. We conducted 
two sets of calculations for wind speeds in non-hurricane 
regions. In the first set, it was assumed that the probability 
distribution of the peaks is normal. In the second set, it was 
assumed that the distribution of the peaks is Extreme Value 
Type I. 

For non-hurricane extreme winds with cov = 0.15, and 
the basic set of uncertainty parameters (Table I), under the 
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simplifying assumption that the peaks are normally distrib- 
uted, and the assumption that the extreme wind speeds are 
best fitted by a reverse Weibull distribution with tail length 
parameter K = -0.2, we obtained, for r = 60, 30 and 
20 min, respectively, load factors LF = 1.54, 1.55 and 
1.57, and estimates of Fpk(N = 500,0.90) of 805, 800, 
and 793 (non-dimensional units), respectively; under the 
assumption that the wind speeds have an Extreme Value 
Type I distribution, the results were LF = 1.90, 1.90, 
1.93; and of Fpk(N = 500,0.90) = 1084,1077,1067. If it 
was assumed that, rather than being normally distributed, 
the peaks have Extreme Value Type I distribution, the 
results obtained differed insignificantly from those corre- 
sponding to a normal distribution of the peaks. The reason 
for these small differences lies in the ‘drowning’ of the 
larger extreme values of the peak factor Cpk yielded by the 
Type I distribution in the numerous errors and uncertainties 
involved in estimation of FpF. 

Therefore, for peak statistics comparable to those used in 
our calculations, that is, statistics typical of internal forces in 
frames of low-rise buildings, 30-min records would be 
adequate for codification purposes. However, in our opinion 
this issue should be further investigated by considering 
other statistics of fluctuating time histories. 

Wind tunnel operators commonly conduct tests over peri- 
ods longer than l h and recommend for design the largest 
peak recorded during those periods. To evaluate this prac- 
tice we consider the largest peak of the 42-h Bochum record. 
We assume that the variability of this peak is negligible, that 
is, that largest peaks of 42-h records would differ little from 
record to record. For the 42-h record, the largest non-dimen- 
sional peak is 6.0; using the basic set of uncertainty para- 
meters (Table I), a coefficient of variation of the extreme 
speeds cov = 0.15, and the assumption that the reverse 
Weibull distribution is an appropriate model of the extreme 
wind speeds, we obtain LF = 1.50, instead of the value 
LF = 1.55 obtained by using the statistics for the 1-h record, 
and F#(N = 500,0.90) = 914 instead of 805. Using the 
statistics corresponding to a 42-h record instead of a I-h 
record thus results in a reduction of the estimated load factor 
by about 3 percent. However, the estimate of Fpk(N = 
500,0.90) increases by almost 15 percent. Adopting this 
larger value of Fpk(N = 500,0.90) would be unrealistically 
conservative, however, since powerful storms whose 
highest mean speeds may be assumed to be uniform over 
durations exceeding 15-60 min rarely occur in nature. 

5. Estimates of load factors with and without 
consideration of knowledge uncertainties: sensitivity 
studies 

5.1. Non-hurricane wind regions 

Having investigated in Section 4 the role of the record 
length T we assume throughout this section that r = 1 h. In 

addition, we assume that the sample size of the set of 
extreme wind speed data is n = 40, and that the averaging 
time of the recorded extreme wind speeds is T = 3 s. 

Influence of coefficient of variation of the extreme wind 
speeds for non-hurricane winds assumed to have a reverse 
Weibull distribution with tail length parameter K = -0.2, 
the load factor corresponding to a coefficient of variation 
cov = 0.15 of the sample of extreme wind data is LF = 
1.55. For a cov = 0.12, the corresponding estimated load 
factor is LF = 1.5. If the extreme wind speeds are assumed 
to be best fitted by an Extreme Value Type Z distribution, the 
respective values are LF = 1.9 and LF = 1.8. Henceforth, 
we list in this section only load factors for cov = 0.15. 

Influence of variabilities associated with (1) testing in 
different wind tunnels, (2) wind tunnel testing versus full- 
scale testing, (3) terrain roughness, (4) observation errors, 
( 5 )  conversion of aerodynamic pressures into structural 
effects, (6) and conversion from wind speed averaged over 
interval T to mean hourly, 30, or 20-min wind speeds. 
Results on calculations based on various values of the stan- 
dard deviations of the uncertainty parameters listed in Table 
1 are shown in Table 2. In all calculations, the sampling 
errors in the estimation of extreme wind speeds were 
taken into account by assuming the sample size to be n = 
40. We noted earlier that the calculations were performed by 
assuming the terrain roughness lengths to be zo = 0.07 m, 
zol = 1.00 m. In addition, we performed calculations, in 
which, we assumed zo = 0.05 m, zol = 1 .OO m, and zo = 
0.05 m, zol = 0.35 m, and zo = 0.07 m, zol = 0.35 m. 
While, as expected, the influence of these assumptions on 
the 50 and 500-yr load estimates can be significant, the 
influence on the load factors was found to be negligible 
(about 1%). 

Additional information on the effect of various uncertain- 
ties is contained in Table 2. 

Table 2 shows, for example, that if all variabilities of the 
uncertainty parameters listed in Table 1 are zero, rather than 
having the values of Table 1, assuming the wind speeds 
have a reverse Weibull distribution, the load factor is LF = 
1.36 (case 2), rather than LF = 1.54 (case 1), and the esti- 
mate of Fpk(500,0.90) is 698, rather than 805. (Assuming 
the wind speeds have an Extreme Value Type I distribution, 
the load factor is LF = 1.75, rather than LF = 1.90). We 
conclude that neglecting all these uncertainties, as has been 
done for the development of load factors in the A X E  7-98 
Standard, would be inappropriate. 

Table 2 also shows that, if instead of the variabilities 
listed in Table I ,  we use variabilities augmented by 50 
percent with respect to those of Table 1, the load factors 
increase by about 10 percent for the reverse Weibull 
case, and slightly less for the Extreme Value Type I case 
(case 3). 

The influence of changing individual, pairs of, and three 
variabilities is also shown in Table 2. We note that, accord- 
ing to Table 2, the single most important variability among 
those listed in Table 1 is the variability of the ratio r between 
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Table 2 
Calculated values of load factor LF corresponding to various sets of uncertainty parameters a, b, c, s, u, q, r. (The symbols sa,sb,sc,sq,sr,ss,su used in the first 
column of the table denote standard deviations of the variates a, b, c, q, r, s, u, respectively) 

LF(RW) LF(EV1) Fpk.9-500 (RW) Fpk.9-500 (EVl) 

1. Basic set (see Table 1) 
2. sa = sb = sc = su = sq = sr = ss = 0 
3. Basic set increased by 50% 
4. sa = sb = sc = su = sq = ss = 0; sr = 0.05 
5. sa=sb=sc=sq  =sr=su=O; ss=O.l 
6. sa = sb = sc = su = sq = 0; sr = 0.05, ss = 0.1 
7. sa= sb = sc = sq = sr = 0; ss = su = 0.1 
8. sa = sb = sc = sq = 0; su = ss = 0.1 
9. Basic set, except ss = 0 
10. Basic set, except su = 0 
11. Basic set, except sq = 0 
12. Basic set, except sr = 0 
13. Basic set, except ss = su = 0 
14. Basic set, except ss = sr = 0 
15. Basic set, except sa = sb = sc = 0 
16. Basic set, except sr = 0.025 
17. Basic set except su = 0.2 
18. Basic set except ss = 0.2 

1.54 
1.36 
1.69 
1.48 
1.39 
1.51 
1.37 
1.41 
1.52 
1.53 
1.54 
1.44 
1.51 
1.42 
1.54 
1.45 
1.54 
1.59 

1.9 
1.75 
2.06 
1.85 
1.76 
1.86 
1.75 
1.77 
1.87 
1.89 
1.89 
1.81 
1.87 
1.79 
1.89 
1.82 
1.91 
1.96 

805 
698 
896 
767 
718 
784 
703 
725 
790 
800 
80 1 
746 
785 
730 
798 
756 
803 
848 

1084 
983 
1198 
1044 
995 
1059 
98 1 

lo00 
1062 
1084 
108 1 
1028 
1068 
1012 
1078 
1040 
1093 
1141 

the peak 3-s gust speed and the corresponding mean hourly 
speed (cases 12 and 16 versus case 1). We also note that the 
influence of the terrain roughness upwind of our low-rise 
structure is modest (cases 9 and 18 versus case 1). Accord- 
ing to our results, it appears that seeking the greatest possi- 
ble precision in the determination of that roughness may not 
be worthwhile from a designer's viewpoint. This is even 
more so the case for the terrain roughness at the meteoro- 
logical site (cases 10 and 17 versus case 1). 

5.2. Hurricane wind regions 

Results of calculations on the influence of uncertainties 
affecting the estimation of load factors and of extreme wind 
speeds for hurricane winds are summarized in Table 3. 

Table 3 
Estimated load factors LF for various wind speed thresholds under consid- 
eration of various types of errors 

Threshold ( d s )  Clim. errora Sampl. Error suhb Basic errors' LF 
~~ 

19.4 
19.4 
19.4 
19.4 

19.4 
19.4 
19.4 
19.4 

27.2 
27.2 

Y 
Y 
n 
n 

Y 
Y 
n 
n 

n 
n 

Y 
Y 
Y 
Y 

n 
n 
n 
n 

Y 
n 

0.05 y 
O n  
0.05 y 
O n  

0.05 y 
O n  
0.05 y 
O n  

O n  
O n  

2.14 
1.99 
1.96 
1.65 

2.13 
1.98 
1.96 
1.64 

1.7 
1.69 

a See Section 2.4 following Eq. (10) 

' y indicates that all the errors from the basic set (Table 1) are accounted 
suh = standard deviation of parameter UH, see Eq. (2). 

for; n indicates that all those errors are disregarded. 

Note in Table 3 that if the basic set of parameters is taken 
into account the load factor is LF = 2.14, whereas if those 
parameters are disregarded LF = 1.99. This suggests that 
the ASCE 7-98 failure to account for those parameters 
appears to be in need of correction. According to Table 3, 
the contribution to the sampling errors due to the uncertainty 
with respect to the climatological parameters (i.e. to the 
limited number of data on the basis of which hurricane 
wind speeds are simulated) is also significant. If this uncer- 
tainty is taken into account, the basic set of parameters 
yields a load factor LF = 2.14; if it is disregarded, that 
same set yields LF = 1.96. Because the number of simu- 
lated wind speed data used in the analysis is relatively large, 
the contribution of the sampling errors associated with the 
wind speed sample size is negligible. Therefore, it appears 
that simulating large numbers of data (e.g. lO,OOO), rather 
than, say, about 1000 (as in Refs. [5,10]) has limited, if any, 
usefulness for practical purposes. Finally, we note that the 
dependence of the load factors upon the wind speed thresh- 
old is weak (about 3% for the cases of Table 3; similar 
results were obtained for other cases). 

6. Future research 

To complement the research reported in this paper the 
following research topics are suggested: 

The development of a catalog of estimates of the mean 
and standard deviation of the peak Cpk. A possible 
approach to this task is to simulate time series with typi- 
cal marginal distributions and spectral densities, and 
obtain the requisite statistics on peaks from the time 
series. 
Accounting for directionality effects. Recent research 
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(Rigato et al. [4]) has shown that the directionality reduc- 
tion factor Cdir, that is, the ratio between wind effects 
with a mean recurrence interval N estimated by taking 
wind direction into account, and wind effects with a 
nominal mean recurrence interval N estimated without 
accounting for wind direction, increases as N increases. 
For example, for N = 50 yr, it is reasonable to assume 
Cdir = 0.85. However, for N = 500 yr, the value of the 
reduction factor can be Cdjr = 0.95. This variation is not 
currently accounted for in the ASCE 7-98 Standard. 
Estimating probability distributions of wind effects 
covering very long mean recurrence intervals. This can 
be achieved by using the computer program developed 
for this paper. The availability of such distributions will 
make it possible to estimate failure probabilities for 
structures with nonlinear behavior, including structures 
close to the collapse limit state. 

Conclusions 

In this paper we presented a probabilistic framework for 
the estimation of load factors that accounts for knowledge 
uncertainties. Our estimates showed that reasonable 
assumptions and estimation procedures lead to load factors 
LF 1.55, which are comparable to those validated by 
experience for regions not subjected to hurricanes. These 
load factors may be reduced for wind directionality effects, 
which remain to be incorporated in the calculations. Load 
factors for hurricane-prone regions should be considerably 
larger, that is, LF = 2.15, again before reduction for wind 
directionality effects. These values are tentative, and their 
use would depend upon consensus on the appropriate 
descriptions of the uncertainty parameters used in the 
calculations. 

It was assumed throughout the paper that the quantities 
involved in the calculation of wind effects are estimated on 
the basis of sound information, for example, information 
obtained from wind tunnels that meet standard performance 
criteria, and calibrated against dependable full-scale test 
results; or information obtained from certified weather 
stations. Gross errors or information based on substandard 
sources of information are not accounted for in our 
uncertainty model. 

Based on the calculations presented in the paper, we 
conclude that: 

1. 

2. 

Parameter uncertainties that are neglected in the ASCE 
7-98 Standard can contribute significantly to the esti- 
mated magnitude of the load factor. 
Estimates of load factors for hurricane winds must 
account for sampling errors in the estimation of clim- 
atological parameters such as pressure defect, radius 
of maximum hurricane wind speeds, and hurricane 
translation velocity, which are used in Monte Carlo 

simulations on which current estimates of hurricane 
wind speeds are based. These errors far outweigh errors 
due to the limited size of the simulated hurricane wind 
speed data sets. 
Earlier estimates of load factors and reliability indexes, 
according to which structures calculated in accordance 
with conventional standard provisions are less reliable 
under wind than under gravity loads, depended upon 
the assumption that extreme wind speed distributions 
have infinitely long tails. Recent statistical analyses of 
extreme wind speeds strongly suggest that this assump- 
tion is not warranted, and that extreme wind speeds are 
better modeled by reverse Weibull distributions of the 
largest values, which have finite upper tails. The use of 
this distribution in lieu of the Extreme Value Type I 
distribution results in a considerable reduction of the 
magnitude of the estimated load factor corresponding 
to a nominal 500-yr wind effect, and helps to bring in 
line reliabili ties (safety indices, load factors) under wind 
loads and under gravity loads. 
For any given mean and standard deviation of the peaks 
of the wind effect fluctuations, the assumed probability 
distribution of the peaks appears to have a negligible 
effect upon the overall estimated wind effects. 
For low-rise buildings, increasing wind tunnel pressure 
record lengths beyond 20 or 30 min to obtain better esti- 
mates of peaks does not appear to improve significantly 
estimates of overall wind effects. 

The computer programs used in this work are to be 
assembled and made public by NIST and the Department 
of Civil Engineering, Texas Tech University. 
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